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retard the oxidation of organic matter and facili-
tate their burial. The authors use this insight,
along with mineralogical and geochemical evi-
dence of an increase in clay deposition in the
Neoproterozoic, to show how the stepwise transi-
tion from a low-O

2
atmosphere to one with abun-

dant O
2

could have occurred.

Scandinavian Deglaciation
The Scandinavian Ice Sheet, the second largest
Northern Hemisphere ice sheet at the end of the
last glacial period, must have contributed signif-
icantly to glacial-interglacial sea level and
regional climate changes. However, the timing of
the decay of the Scandinavian Ice Sheet remains
poorly constrained. Rinterknecht et al. (p. 1449)
present a suite of cosmogenic 10Be ages and
radiocarbon dates of glacial deposits that define
more precisely the timing of major fluctuations
of the southern margin of the Scandinavian Ice
Sheet in central and eastern Europe.

Exposed Cometary Ice
Exposed deposits containing water ice have been
found on the surface of the comet 9P/Tempel 1.
Images obtained by Sunshine et al.

(p. 1443, published online
2 February) with cameras
on board the Deep
Impact spacecraft reveal
several patches that are
bluer than the rest of the
surface. Absorption features in
infrared spectra confirm the presence of water
ice in these spots and suggest it is present in
aggregates of grains that are tens of microme-
ters in size. The deposits are relatively impure

Unraveling Chemical 
Collisions
Gas-phase spectroscopy and accompanying
theoretical computations have been used to
resolve two long-standing puzzles in the inter-
play of electronic and nuclear molecular
motion in chemical reactions (see the Perspec-
tive by Zare). Yin et al. (p. 1443) probed the
impact of electronic state on the unimolecular
dissociation of formaldehyde (H

2
CO) into H and

HCO products. Their results suggest that bond
scission in the ground state produces rapidly
rotating HCO, whereas dissociation in the
excited triplet state yields vibrationally excited
HCO. Qiu et al. (p. 1440) studied a bimolecu-
lar reaction: collision of an F atom with H

2
to

yield HF and H. At a specific collision energy,
the experiments and theory point to a transient
complex, termed a Feshbach resonance, in
which the colliding partners vibrate several
times before rearranging to products.

Clay and Atmospheric 
Oxygen
The oxygen content of Earth’s atmosphere
increased dramatically and permanently during
the Neoproterozoic and has remained high since
then, which suggests that the mechanisms under-
lying this increase must have included some irre-
versible change in the global biogeochemical
cycle. Kennedy et al. (p. 1446, published online
2 February; see the Perspective by Derry) hypoth-
esize that oxygenation of the atmosphere resulted
from an increase in the rate of burial of organic
carbon caused by the accelerated production of
clays. In shallow marine environments, clays

and contain only a few percent water ice and are
too small in area to be the main source of water
vapor that outgases from the nucleus.

Rodent Resurrection
When the new species of rodent Laonastes was
described last year, it attracted broad attention
because it was claimed as a representative of an
entirely new family of living mammals. Dawson

et al. (p. 1456) compared Laonastes with the
Diatomyidae, a poorly known group of rodents
from the Oligocene and Miocene of Asia. Anatom-
ical comparisons of a new fossil Miocene diato-
myid with Laonastes confirmed that Laonastes is
actually a living member of this “extinct” clade.
Hence, Laonastes “resurrects” a clade of mam-
mals that was formerly thought to have been
extinct for more than 10 million years.

Invasive Chain Reaction
Biological invasions by exotic species are a lead-
ing threat to native biodiversity and entail enor-
mous monetary costs. In a meta-analysis of field
studies from a wide range of ecosystems, Parker

et al. (p. 1459) challenge the hypothesis that
invasive exotic plants become a problem in their

adoptive lands because they left their co-
evolved herbivores behind. Instead, her-

bivores in the invaded communities
are better able to resist invaders
than do the enemies of those
plants in their original home. By
the same token, introduced herbi-

vores are harder on native plants in lands they
invade than on introduced plants, including
those with which they coevolved. Thus, the
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Ecosystem Effects of 
Climate Change

Contemporary climate changes affect the geographical dis-
tribution of a number of species of terrestrial and marine
organisms. Grebmeier et al. (p. 1461) observed responses
to climate change in an entire ecosystem, the northern
Bering Sea. This ecosystem is relatively shallow, with a rich
benthic prey source that supports bottom-feeding marine
mammals and seabirds that are hunted by local human
populations. During the past decade, there has been a geo-

graphic displacement of marine mammal population distri-
butions northward, a reduction of benthic prey populations,

an increase in pelagic fish, a reduction in sea ice, and an
increase in air and ocean temperatures.

Continued on page 1343
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This Week in Science

replacement of native with exotic herbivores triggers an invasional “meltdown” whereby one exotic
species facilitates invasions by others. 

Redox Stages in Respiration
In bacteria and mitochondria, a flavin cofactor within complex I of the membrane accepts reducing
equivalents, converts some of the energy into a proton gradient, and passes electrons onward via a
quinone carrier to other membrane-bound enzymes. Sazanov and

Hinchliffe (p. 1430, published online 9 February) describe the
crystal structure of the eight-subunit hydrophilic portion (the
part outside the membrane) of respiratory complex I from
Thermus thermophilus and describe the environments of
the flavin and the nine iron-sulfur clusters that transport the
electrons from the dihydronicotinamide adenine dinucleotide (NADH)
binding site into the hydrophobic (proton-pumping) domain of the complex.
They propose that the outermost cluster accepts the second electron from the
flavin, which helps to reduce the generation of potentially deleterious reac-
tive oxygen species.

Closing Nisin’s Rings
Nisin, an antimicrobial peptide widely used as a food preservative, is part of a
group of posttranslationally modified peptides known as lantibiotics, which are
characterized by thioether structures. Nisin contains five thioether rings of vary-
ing size formed by the enzyme NisC. Li et al. (p. 1464; see the Perspective by
Christianson) have reconstituted the nisin cyclization process in vitro and determined
the x-ray crystal structure of the NisC enzyme. NisC is structurally similar to mammalian farnesyl trans-
ferases with an active-site zinc ion that activates nucleophilic cysteine residues during cyclization. 

Global Problems in Protein Folding in 
Polyglutamine Diseases?
A number of distinct, seemingly unrelated mechanisms have been proposed for polyglutamine, or
trinucleotide repeat diseases, which include spinocerebellar ataxia type 3. These mechanisms include
disregulation of transcription, protein degradation, and mitochondrial function, as well as activation
of apoptosis. Gidalevitz et al. (p. 1471, published online 9 February; see the Perspective by Bates)
have taken a genetic approach and find that polyglutamine expansions in Caenorhabditis elegans

cause global perturbation in protein folding. This progressive disturbance of protein folding may pro-
vide an explanation for the multitude of cellular pathways affected in conformational diseases. 

Prevention Is Cheaper Than Treatment
In strategies to fight the AIDS epidemic, considerable emphasis has been placed on treatment options
and costs. Stover et al. (p. 1474, published online 2 February) have evaluated the cost-effective-
ness of prevention approaches on the basis of UNAIDS/WHO predictions of prevalence. By their calcu-
lations, roughly 30 million new infections could be prevented between 2005 and 2015 if a package
of 15 prevention approaches targeting sexual transmission and transmission among injecting drug
users were used in 125 low- and middle-income countries. These averted infections translated into
dramatic savings because of the diminished needs for treatment and care.

Mixing Scents
How are odors represented in the higher processing areas of the brain? Zou and Buck (p. 1477)
compared the responses of mouse olfactory cortical neurons to binary mixtures of odorants versus
their individual components. They monitored neuronal activity in the anterior piriform cortex of the
same animals in response to individual odors and mixtures. The technique used enabled the authors
to monitor neuronal activity in response to two temporally segregated experiences. The results
suggest that olfactory cortical neurons receive convergent input from multiple odorant receptors and
that a subpopulation may require such convergent input for activation.
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Summers and Harvard
What has happened at Harvard University over the past year is important to Science readers for all sorts
of reasons. Harvard was the first university established in the United States, and its excellence as well
as its tradition have made it the symbol of higher education for the U.S. public and for many aspiring
students in other parts of the world. Why else would last month’s departure of President Lawrence
Summers, after a turbulent 5-year tour of duty, as well as some of the earlier incidents that led to this
denouement, have been covered above the fold on the front page of the New York Times?

What fascinates me, as a Harvard alumnus and the former president of a university that does many of
the same things as Harvard, is the extraordinary array of explanations given for these events. Summers’
resignation preceded a meeting of the Faculty of Arts and Sciences, which had previously passed a
no-confidence vote and looked ready to do it again. But many have asked why a university, proud of
doing the academic decathlon, left the faculties of Law, Medicine, Business, and Education out of
such an important referendum? The faculty-versus-Summers
theme has been a Rorschach test for outside observers interested
in academic governance, management styles, constituency
relationships, and obligations to undergraduate education. The
Economist called Summers the wrong messenger with the right
message, after a lead describing Harvard as “a world-beater in
academic back-stabbing.” Observers who watched Summers in
the U.S. Treasury Department, first as undersecretary and then
as secretary, saw him as brilliant and accomplished, including his
boss and predecessor Robert Rubin, who was influential in his
appointment. On the other hand, many of his academic critics
have found Summers arbitrary, blunt, and even arrogant. The
Washington Post bought little of that, implying in an editorial
that the future of academic leadership is in peril when the
inmates are running the asylum.

So it goes. Every crisis has multiple interpretations, with the
differences often resting on the interests of the interpreters. For some at Harvard and elsewhere, the
problem was that in a list of possible explanations for the relative scarcity of women in the sciences,
Summers had included genetic gender differences. Had that possibility been introduced with tact and
some reservations, it is doubtful that it would have produced the same furor. Summers’ notion that
Harvard should change—not a bad idea—was introduced through a series of conversations in which
his listeners were made to feel part of the problem, not of the solution. Managerial style, in short, was
plainly part of Summers’difficulties. But some critics saw the faculty reaction in more harshly political
terms: The ubiquitous Harvard Law professor Alan Dershowitz even persuaded the Economist to
publish his improbable thesis that the “hard left” of the faculty had accomplished a coup d’etat. 

This multiplicity of perspectives makes it difficult to draw out useful lessons, but it does
reveal some realities about presidential power in the university. Professor James March, a valued
colleague of mine at Stanford, often pointedly reminded me that power in academia is primarily
horizontal. There is little hierarchy in the organization, and the professoriate consists of smart,
independent-minded people who don’t always do what they’re told. Governments are different,
and Summers may have been unprepared for a venue in which failure to consult is costly the first
time and unforgivable when repeated. 

I was happy with his appointment and thought his challenge to Harvard was timely. It failed not
because of political differences or constituency mischief, though his image and its contrast with
Harvard’s has tempted many observers to misallocate blame. The real story here is a classic tragedy:
a brilliant thinker and scholar, capable of great leadership, brought low by flaws of personal style.
Well, the finger-pointing will finally stop and give us time to notice that, having experienced a very
bad bump in the road, Harvard then brought off the perfect rescue. Derek Bok had served a successful
20-year term at Harvard: quite possibly the most successful U.S. university presidency since World
War II. Harvard has talked him out of his productive study and into interim leadership, and they’re
fortunate that he answered the call. That’s the good news for higher education, at least for now. 

–Donald Kennedy

10.1126/science.1126858

Donald Kennedy is 

Editor-in-Chief of Science.
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localize to the chromatoid body. They suggest
that, as an early step in posttranscriptional regu-
lation of gene expression, both mRNAs and small
RNAs may be captured by the chromatoid body as
they transit the nuclear pores. — GJC

Int. J. Androl. 28, 189 (2005); Proc. Natl. Acad. Sci.

U.S.A. 103, 2647 (2006).

C H E M I S T R Y

Enantioselective Emulsions

Although enzymes achieve extraordinary selectiv-
ity in catalyzing biochemical reactions, they oper-
ate in relatively dilute environments. To adapt
enzymatic catalysis for cost-effective industrial-
scale synthesis, it would be desirable to increase
the reagent concentrations substantially. 
One approach has been to solubilize reagents by
adding an organic co-solvent to aqueous solutions
of the enzyme; however, the reaction rates in such
biphasic systems are hindered by slow mixing
kinetics.

Gröger et al. have used mini-emulsions to
improve mixing efficiency by increasing the 
interface area between dissolved enzymes and
substrates. They focused specifically on lipase-
catalyzed kinetic resolutions of racemic α– and
β– amino acid esters to the respective homochiral
free acids.  Through ultrasound sonication of
aqueous solutions containing 1% surfactant and
1% hydrophobic hexadecane, the authors gener-
ated stable emulsions of 100-nm-diameter
droplets containing the ester. The exceptionally
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E C O N O M I C S

Highlands and Lowlands

It might seem that nowadays we’re already drowning in too much data and that
devoting more energy to interpreting it and less to collecting even more of it would 
be advisable. On the other hand, large amounts of data can offer the opportunity of
looking at old questions in new ways.
Nordhaus describes the construction of a geographically scaled economic
data set (G-Econ) that transforms the economic quantity gross regional
product (where a region can be a nation, as in gross national product, or
a smaller political subdivision) along geophysical dimensions, such
as temperature or coastal proximity. Aggregating economic data
across multiple sources and scaling output to a cell size of 1°
longitude by 1° latitude yields the gross cell product or GCP.
The established finding that output per person increases with
distance from the equator converts into a decrease in output per area as mean temperature
decreases, with a decline of 105 from the maximum at about 10°C to the polar regions. Further
analysis reveals that country-specific effects, such as institutional differences, account for only one-third
of this variation, with geography contributing to but not explaining all of the rest. — GJC

Proc. Natl. Acad. Sci. U.S.A. 103, 10.1073/pnas.0509842103 (2006).

M O L E C U L A R  B I O L O G Y

Gathering in the Clouds

The chromatoid body, an electron-dense structure
in the cytoplasm of mammalian male germ cells,
was first described more than a century ago (see
review by Parvinen); it may correspond to
Drosophila nuage, which is a cloud-like fibrous
material seen in germ cells. During spermatogen-
esis, the chromatoid body moves around, associat-
ing with the Golgi complex, mitochondria, and
nuclear pores. The absence of DNA and the pres-
ence of RNA and the RNA helicase MVH (the
mouse VASA homolog) have contributed to the
belief that this
structure is involved
in the handling and
storage of messen-
ger RNAs (mRNAs).

Kotaja et al.

demonstrate that
the chromatoid
body contains the
same kinds of mole-
cules that are found
in the processing
bodies of mammalian somatic cells and yeast. The
endonuclease Dicer generates small RNAs that are
then assembled with Argonaute into an RNA-
induced silencing complex (RISC), which mediates
the degradation and translational arrest of
mRNAs. The authors show that Dicer interacts with
MVH and that Dicer, Argonaute, and mRNA all

high ester concentration under these conditions
cut the reaction time to less than half that for a
traditional biphasic system, while maintaining
>99% enantioselectivity. — MSL

Angew. Chem. Int. Ed. 45, 1645 (2006).

C E L L B I O L O G Y

Reinforcing the Scaffold

During cell division, chromosomes condense into
their stereotypical compact rod-like shapes, and
this allows them to be manipulated efficiently by
the mitotic spindle for partitioning into the
daughter cells. Using fluorescence microscopy on
live cells, Gerlich et al. examined the roles of the
condensin proteins I and II in chromosome
restructuring during mitosis. Condensin II
remained associated with chromosomes through-
out mitosis, whereas condensin I began to associ-
ate with chromosomes in prometaphase, after
compaction had been completed in prophase. As
mitosis progressed, the levels of chromosome-
associated condensin I increased, until chromo-
somes had lined up on the mitotic spindle, for
partitioning during anaphase. When levels of con-
densin I were reduced experimentally, chromo-
somes condensed normally, but during alignment
and separation, the compacted chromosomes
were mechanically unstable and more readily dis-
rupted. In contrast, when levels of condensin II
were reduced, condensed chromosomes remained
robust enough to withstand partitioning. Thus, it
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MVH (green) and mRNA

(red) in chromatoid bodies.
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seems that condensin I reinforces the scaffold of
condensed chromosomes and helps them to with-
stand the forces applied as they interact with the
mitotic spindle. — SMH

Curr. Biol. 16, 333 (2006).

A P P L I E D  P H Y S I C S

Scanning Nanobarcodes

Screening technologies for biological and chemi-
cal monitoring often depend on the ability to
identify and track labeled substrates. Although
carrier beads can be encoded optically with fluo-
rescence, infrared, or Raman spectroscopic signa-
tures, the number of discriminable markers or
tags available via these techniques is limited.

To expand the pool of markers, Galitonov et

al. introduce an alternative method, based on the
characteristic diffraction patterns produced by
nanostructured barcodes. The operating principle
relies on the distinctive image that results when
laser light is scattered from a periodic
grating, with the diffraction angles
of the first and higher-order
lines determined by the grat-
ing’s periodicity. Each grating
thus encodes a unique signa-
ture; moreover, superposition of
two or more gratings creates a
complex pattern, distinct from the image
produced by either grating alone. By fabricating
100-μm-long barcodes from just three super-
posed gratings, the authors demonstrate the
capacity to create a library of 68,000 distinctive
tags, each readily readable by a helium-neon
laser. With library sizes expected to increase as
more gratings are superposed and fabrication
resolution is improved, the method should find
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use in a variety of high-throughput screening
applications. — ISO

Opt. Express 14, 1382 (2006).

M AT E R I A L S  S C I E N C E

Like Repels Like

Liposomes—microscopic compartments sur-
rounded by a phospholipid bilayer shell—are of
interest for targeted drug delivery. However,
their high surface curvature renders them vul-
nerable to fusing when they collide, which can
result in the premature release of their contents;
many efforts to address this deficiency have
relied on significant modifications of the lipo-
some surface structure.

Zhang and Granick have stabilized 200-nm-
diameter liposomes against fusion through a
minor modification: the adhesion of negatively
charged nanoparticles (polystyrene functional-

ized with carboxylate groups) to
the outer membrane surface.

Although only one-quar-
ter of the surface was

occluded by the
nanoparticles,
charge repulsion

was sufficient to pre-

vent fusion, stabilizing a 16% by volume lipo-
some suspension for 50 days. The authors fur-
ther demonstrated the robustness of the struc-
tures by filling them with a fluorescent dye and
observing no leakage over 4 days. — PDS

Nano Lett. 6, 10.1021/nl052455y (2006).

Continued from page 1347

<< The Ups and Downs of Kinases

Jeffrey et al. explored the role of the nuclear-localized dual specificity
phosphatase (DUSP) isoform known as phosphatase of activated cells 1
(PAC-1, which is encoded by the DUSP2 gene) in the regulation of leuko-
cyte activity and in a mouse model of autoimmune arthritis. Surprisingly,
cells from Dusp2–/– mice showed decreased induction of inflammatory

arthritis (delayed onset of symptoms and diminished histological and clinical features). Stimulated
macrophages and bone marrow–derived mast cells from these mice exhibited reduced gene expres-
sion and secretion of inflammatory mediators; in addition, cultured mast cells exhibited greater
apoptosis and decreased cell survival. Despite in vitro evidence that the mitogen-activated protein
kinases (MAPKs) p38 and ERK are substrates of PAC-1, their activities decreased in the Dusp2–/– mast
cells and macrophages. In contrast, phosphorylation of the MAPK c-Jun N-terminal kinase (JNK)
increased. PAC-1 deficiency reduced gene expression by the transcriptional regulator Elk1, and inhi-
bition of JNK in PAC-1 deficient cells rescued ERK phosphorylation and Elk1-mediated transcription,
suggesting that the JNK pathway regulates the ERK pathway so that when JNK activity goes up, ERK
activity goes down. These results point to therapeutic targeting of PAC-1 as a modulator of MAPK sig-
naling in immune cells, especially for treatment of autoimmune disease. — NRG

Nat. Immunol. 7, 274 (2006).
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NETWATCH

Send site suggestions to >> netwatch@aaas.org
Archive: www.sciencemag.org/netwatch
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F U N

Still Life, With Test Tube
The dearth of well-rounded scientific characters in the arts and popular 
culture provided one inspiration for LabLit. Jennifer Rohn, a London-based
microbiology Ph.D., edits the Web magazine and writes some of the 
content. The title refers to realistic fiction about scientists at work and 
to Rohn’s hope to shed light on “a largely unknown or obscure world … 
the culture of science.”

To illuminate that world, Rohn posts everything from reviews of science-
themed plays and novels to a profile of an ex–Massachusetts Institute of
Technology mathematician whose company offers advice to screenwriters.
In one “Lab Rats” feature, a postdoc writes up his anecdotal evidence that
“My specialty is neuroscience” isn’t such a bad a pickup line. The LabLit 
List tallies movies, books, plays, and TV shows that pass the reality test. 
It’s longer than you might expect and includes works by writers such as 
Tom Stoppard and Barbara Kingsolver. >> www.lablit.com

R E S O U R C E S

The Encyclopedia Inf luenzae
A solid source of information about the deadly H5N1 avian
influenza virus and its potential to trigger a human pandemic
is the Flu Wiki, a user-written collaboration in the spirit of
Wikipedia. A primer dissects the influenza virus and follows it
into the body to see how it damages the respiratory system.
Other pages discuss the limitations of antiflu drugs such as
Tamiflu and theorize about what deadly traits the 1918 flu
strain and H5N1 share. These viruses might unleash a flood of
immune system messengers termed a cytokine storm. Visitors
can scan different countries’ pandemic
influenza plans. The site also links to
resources on the flu’s possible
economic, legal, and ethical
implications. For example, a
recent white paper estimates
that even a mild pandemic
would cut the world’s eco-
nomic output by $330 billion
and kill 1.4 million people. >>
www.fluwikie.com 

I M A G E S

Fossils on

Parade >>
The bones and shells on
display at the new 3D Museum are about
as close to hands-on as the Internet gets.
Hosted by the Vertebrate Paleobiology Lab at the
University of California, Davis, the growing exhibit houses remains of more
than 20 extinct and living animals, from branching coral to a woolly mammoth
tooth. Java windows let you rotate and zoom in on three-dimensional scans
of objects such as the shell of the ammonite Toxoceratoides taylori (above),
a squid relative from the Cretaceous period. >> 3dmuseum.org

T O O L S

Meta Analysis
Metazome from the U.S. Department of Energy and the University of 
California, Berkeley, lets researchers compare animal genomes to tease 
out gene lineages. The site currently holds complete genome sequences for
11 species—including Homo sapiens, the zebrafish, and the malaria-spreading
Anopheles gambiae mosquito—that represent branch points in animal, 
or metazoan, evolution. Searching “jawed vertebrates” for a particular
gene, for instance, returns all the genes in that group descended from 
an ancestral gene. Links provide more information about the genes and
their proteins. >> www.metazome.net

D A T A B A S E

Monkey See, Monkey Age
Researchers studying aging, primate physiology, and related
topics will find a trove of baseline data at this site from the
Wisconsin National Primate Research Center in Madison.
The internet Primate Aging Database (iPAD) stockpiles
measurements of putative aging biomarkers—variables such
as blood glucose level, bone thickness, and white blood cell
count that might clock the ravages of time. Eleven U.S. labs
have contributed information on 16 types of primates, from the
Western lowland gorilla to the cotton-top tamarin (Saguinus
oedipus; above). Searches serve up some of the 400,000 data
points or provide statistical summaries. You can sift the results
by the animals’age, diet, sex, or housing conditions. The free
database is open to academics and commercial researchers,
but potential users must apply for access. >>
ipad.primate.wisc.edu
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RANDOMSAMPLES

E D I T E D  B Y C O N S TA N C E  H O L D E N

A team of volcanologists claims to have rediscovered the lost kingdom of
Tambora. In April 1815, a volcanic eruption on the Indonesian island of
Sumbawa buried the kingdom and resulted in the deaths of some 90,000
people. The event, which generated an extended episode of global cooling,
still ranks as the largest and deadliest eruption in recorded history. 

In 2004, a team led by Haraldur Sigurdsson of the University of Rhode
Island (URI), Narragansett, excavated a wooden house buried below a
3-meter-deep gully in the volcanic deposits. There they found the bones of
two adults as well as artifacts including bronze bowls and ceramic pots.
Team member Lewis Abrams, a geophysicist at the University of North
Carolina, Wilmington, says the house was clearly destroyed by the eruption,
as evidenced by the finding of melted glass and carbonized wood beams.
Sigurdsson says this site must be Tambora, which was known throughout the
East Indies for its honey and wood products, because no other sites in the
vicinity have yielded significant artifacts.

The team plans to return next year, and Sigurdsson hopes to unearth a
palace he believes is buried there. But some researchers question the
magnitude of the find. Roland Fletcher, an archaeologist at the University
of Sydney in Australia, says he doubts that the community was powerful
enough to boast a palace. URI announced the discovery last week; a
spokesperson says the team had delayed going public due to an agreement
with National Geographic.

LOST KINGDOM FOUND?

Like leaves in a whirlpool, planets around a star always orbit in the
same direction. Or so astronomers thought. Now they’ve discovered
two distinct disks of gas rotating in opposite directions around a
gestating star 500 light-years away.  

Because planets might arise from each gas disk, the unique
system could theoretically spawn two sets of planets orbiting in
opposite directions, says Anthony Remijan of the National Radio
Astronomy Observatory in Charlottesville, Virginia, who with
Jan Hollis of NASA’s
Goddard Space Flight
Center in Greenbelt,
Maryland, reports the
finding in a study to
appear in the 1 April
Astrophysical Journal.
But theorist Richard
Lovelace of Cornell
University says that’s unlikely because strong shearing motions
between the disks may cancel out the spins and force the gas to
fall onto the star in less than a million years—probably not
enough time for big planets to assemble.

A Japanese astronomer wants you to ponder the heavens even

as you engage in earthier activities. His idea: astronomical

toilet paper. Every 70 centimeters, the paper tells, with pictures

and text, of the formation, evolution, and death of a star.

“By reading this toilet paper, I’m hoping people will realize

they are part of the universe and

possibly develop an interest in

astronomy,” says its inventor,

University of Tokyo Ph.D. candi-

date Masaaki Hiramatsu. Over

the past year, observatories and

science museums have sold

13,000 rolls at $2.25 apiece

(see www.tenpla.net/atp). 

Hiramatsu hopes to extend his market by playing to the

intense Japanese interest in astrology: His next roll will

feature “interesting heavenly objects in the vicinity of the

zodiac constellations.”

Stars in the Head

Beltway effect.

Tambora caldera.

“Physician [racial] bias” is often blamed for disparities between the health
care of blacks and whites in the United States. But far more important is 
the fact that blacks and whites live in different areas and so are treated by 
different hospitals and doctors, according to health researchers speaking 
last month at the American Enterprise Institute in Washington, D.C.

For example, a 1996 Duke University study showing that whites were
more likely than blacks to be treated aggressively for heart disease is often
cited as evidence of physician bias. But Peter Bach, a pulmonologist at the
Center for Medicare and Medicaid Services in Baltimore, Maryland, said
most of the whites in the study had private practice physicians whereas the
blacks were in community health plans—so the discrepancy had more to 
do with the type of providers than with racial bias. Bach also said a survey 
of 84,000 U.S. primary care physicians showed that only 20% of doctors
handle 80% of black patients. Doctors in that 20%, he said, are less likely
to be board certified, and they are more likely to practice in low-income
areas and to be black themselves. 

Brian Smedley, director of a 2002 Institute of Medicine report on health
disparities, said physician bias cannot be discounted and cited studies showing
that doctors presented with hypothetical cases may make different diagnoses
depending on a patient’s race. But lawyer Jonathan Klick of Florida State
University in Tallahassee, author, with psychiatrist Sally Satel, of a new book,
The Health Disparities Myth, said such studies don’t reflect real life: “When
whites and blacks see the same doctors in the same hospitals in the same
areas, they get the same care.”

THE “MYTH” OF THE BIASED DOC

Dueling Space Disks

http://www.sciencemag.org
http://www.tenpla.net/atp
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NEW DELHI—The watershed agreement
announced here last week by U.S. President
George W. Bush and Indian Prime Minister
Manmohan Singh rewrites the rules of the
nuclear game. It would allow India to import
nuclear technology and fuel to meet rising
energy needs; in exchange, India—a nuclear
weapons state that has long refused to sign the
Nuclear Nonproliferation Treaty (NPT)—

would open a majority of its nuclear power
plants to international inspections. Although
India has earned respect for keeping a lid on its
nuclear secrets, the U.S. invitation to trade with
the nuclear club is something new—and it will
likely spur other nations to seek concessions.

But the agreement is far from complete. In
the coming weeks, Congress will scrutinize
the fine print before deciding whether to make
the changes in U.S. law needed to bring about
a sea change in nonproliferation policy. The
outlook is uncertain. Legislators praise the
White House for strengthening ties with India,
an emerging power and rival to China. But one
big hurdle remains: The Bush Administration
must convince Congress that the momentous
agreement would make the world safer.

Lost in the hullabaloo over nuclear power
is another set of agreements signed last week
that will result in a signif icant expansion
of bilateral research cooperation. The new

Science and Technology Commission with a
$60 million war chest will fund projects in
biotechnology and other areas. India has com-
mitted to taking two U.S. payloads, including a
mineral mapper, on its f irst moon mission,
scheduled for 2008. And a new $100 million,
3-year initiative will support agricultural
research exchanges to nurture what Bush
hopes will be a “second green revolution.”

All the drama, however, centered on the
nuclear accord, which Bush and Singh had
agreed to in principle last July. Filling in the
details proved difficult, especially on a provi-
sion that India segregate its nuclear program
into two categories: civilian facilities open to
international inspection and nuclear trade, and
military installations off limits to both. Negoti-
ations over the separation plan grew tense last
December, when India put all R&D facilities,
including its prototype fast breeder reactors,
which run on plutonium, and CIRUS, a reactor
in Mumbai presumed to have produced pluto-
nium for weapons, on the military list (Science,
20 January, p. 318). In an interview with
Science last month, Indian atomic chief Anil
Kakodkar said that the U.S. desire to see the
breeders brought under safeguards amounted
to “changing the goalposts” and vowed that
India would not open up more facilities to
inspections (Science, 10 February, p. 765).

Negotiations went down to the wire, with
the sides talking through the night of Bush’s
arrival in New Delhi on 1 March. Morning
light saw a deal in which India would put 14 of
22 planned or existing nuclear power reactors
on the civilian list—leaving eight to use for
military plutonium and tritium production, if it
so desired. India has tagged all other facilities
as military and retains the right to decide which
future indigenous reactors to place under safe-
guards, although all reactors imported from
now on would be subject to inspections. In the
end, India made two key concessions: The
“India-specific” safeguards, yet to be negoti-
ated, would last in perpetuity—as long as coun-
tries do not withhold nuclear fuel. Singh told
Parliament on 7 March that India would shut
down CIRUS in 2010 and relocate Apsara, a
light-water reactor, for safeguarding.

Indian scientists praise the deal and their
resolute negotiators. “It’s a fantastic achieve-
ment,” says nuclear scientist V. S. Ramamurthy,
secretary of the Department of Science and
Technology. He adds that Kakodkar prevailed
“against incredible odds.” Kakodkar too is
pleased: “I am convinced this [agreement] is
the practical way to move forward.”

U.S. nonproliferation analysts, meanwhile,
have their knives out. “The Bush Administra-
tion is sacrificing or selling out on what until
this day have been some core U.S. nonprolifer-
ation values,” argues Daryl Kimball, executive
director of the Arms Control Association,
based in Washington, D.C. He and others say
U.S. officials caved in. “We probably could
have put more restraints on the fast breeder
reactor program, but Bush stopped the negoti-
ations,” says Stephen Cohen, a senior fellow of
the Brookings Institution and member of the
U.S. National Academies’ Committee on
International Security and Arms Control. 

Both sides agree that the deal places no
constraints on India’s nuclear weapons pro-
gram. Even though India would sacrif ice
about a third of its warhead plutonium pro-
duction if it closes CIRUS, it could erase that
deficit by reprocessing plutonium in spent
fuel from nonsafeguarded power reactors.
This fuel currently contains about 9 metric
tons of plutonium, says Kimball, enough for
hundreds of bombs. But India could not con-
vert it to weapons use easily: “They haven’t
got the capability to reprocess that much plu-
tonium unless they build major new plants,”
notes Matthew Bunn, a nonproliferation
expert at Harvard University.

There’s another concern: India has scant
domestic uranium resources, and lifting the

Last-Minute Nuclear Deal Has
Long-Term Repercussions
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Atomic bonding. Bush and Singh have anchored their new “strategic partnership” on the nuclear pact.
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ban on uranium sales “could indirectly assist
India’s military program” by freeing up more
uranium, argues Kimball. Others doubt that
India will seek to greatly expand its arsenal.
The pact “should not be seen as a ploy to pro-

duce more and more f issile material for
weapons. Getting access to cheaper uranium
for energy production is the main driver,” says
T. S. Gopi Rethinaraj, an arms-control expert
at the National University of Singapore. Cohen
worries that the deal could further devalue the
NPT, which is already “severely damaged” by
the defiant actions of Iran and North Korea. 

U.S. legislators are waiting to see the details
of the pact in a bill being drafted by the Adminis-
tration. Before U.S. companies can dive into the
Indian nuclear energy market, Congress must
approve that bill and amend a 1978 nonprolifer-
ation law. Senator Joseph Biden of Delaware, a
key Democrat on the panel that will vet the

agreement, wants the Administration to show
that the deal will not help India evade NPT
restrictions or create a “double standard” that
will encourage other countries to do so. Despite
such misgivings, many analysts anticipate that
Congress will give the pact a thumbs-up. “Shut-
ting down CIRUS will help,” Rethinaraj says.

Congressional approval would likely tum-
ble a row of nuclear dominoes. For one, it
would prompt the 45-nation Nuclear Suppli-
ers Group to alter its rules, which for 30 years
have prevented members from sell ing
nuclear technology to India. It would also
give a green light to India and France to
implement a bilateral nuclear deal inked last
month. Other nuclear suitors for Indian con-
tracts would soon follow.

–RICHARD STONE AND PALLAVA BAGLA

With reporting by Katherine Unger in Washington, D.C.
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What happened
at Angkor Wat?
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Astronauts, power grid operators, and satellite
managers had better watch out in 2012, a group
of solar physicists warns. Drawing on their com-
puter simulation of the circulation in the sun’s
interior, researchers at the National Center for
Atmospheric Research (NCAR)
predict that the next peak in
sunspots will come a little late but
will be far bigger than the last
peak—bigger, in fact, than all but
one of the 12 solar maxima since
1880. The accompanying solar
storms could play havoc with satel-
lite communications and threaten
space station astronauts.

The key to predicting solar
activity years ahead, according to
solar physicists Mausumi Dikpati,
Peter Gilman, and Giuliana de
Toma, is including data from
enough past sunspot cycles. Every
11 years, the sun’s dark spots and
accompanying flares wax and wane.
Predictions based on just the present
strength of the magnetic field near
the sun’s poles—that is, the linger-
ing remnants of the previous cycle’s
sunspots—call for an especially weak sunspot
cycle coming up.

But the NCAR group, located in Boulder,
Colorado, thought that several past cycles might
influence the coming one. When they ran their
new model of the solar interior, they fed it with

observations since 1880 to see how past cycles
might assert their influence. They found that it
takes a good 20 years for the magnetic remnants
of past sunspots to recirculate deep into the inte-
rior, where the twisting action of the sun’s rota-

tion amplifies them, and to rise back to the sur-
face near the equator as the next cycle’s
sunspots. The model did an impressively accu-
rate job “hindcasting” the size and timing of past
cycles. That track record made Dikpati confi-
dent that “the next solar cycle will be 30% to

50% stronger than the last solar cycle,” she told
a media teleconference this week. The next
cycle will begin 6 to 12 months later than aver-
age, in late 2007 or early 2008, according to the
model, and will peak in 2012.

The model-based prediction “is
exciting stuff, the first new thing to
come along” in decades, says
Ernest Hildner, the recently retired
director of the Space Environment
Center in Boulder, the federal
group charged with forecasting
solar activity. It’s especially exhil-
arating because “it finally answers
the 150-year-old question: What
causes the sunspot cycle?” solar
astronomer David Hathaway of
NASA’s Marshall Space Flight
Center in Huntsville, Alabama,
told the teleconference. New work
by Hathaway and colleagues sup-
ports the NCAR group’s findings.

If the sun is indeed gearing up
for an especially active maximum,
managers of everything from the
Global Positioning System (which
solar storms can disrupt) to low-

orbiting satellites (which storms can drag down)
could begin taking the threat into account. But
as exciting as the forecast is, promising tech-
niques for predicting the future have failed
before, Hildner points out: “You still have to
wait and see.” –RICHARD A. KERR

The Sun’s Churning Innards Foretell More Solar Storms
SOLAR PHYSICS

Onward and upward. Solar physicists are predicting that the next peak in
sunspots and other disruptive solar activity will exceed the previous solar max
(squiggly line) because the previous three peaks contribute.

Drove a hard bargain. Indian scientists credit
Anil Kakodkar with keeping breeder reactors off
the table.

http://www.sciencemag.org
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Knock Hockey
The heat was on a 12-person National Research
Council committee last week as it tackled the
politically charged debate over how scientists
have gauged temperatures from the past mil-
lennium or two. Chair Gerald North of Texas
A&M University in College Station kept the
audience on a tight leash, including principal
protagonists Michael Mann of Pennsylvania
State University in State College and his critics,
Stephen McIntyre of the University of Toronto,
Canada, and Ross McKitrick of the University of
Guelph, Canada. House Science Committee
Chair Representative Sherwood Boehlert
(R–NY) had requested the study in the wake of
attacks on Mann’s “hockey stick” temperature
curve showing an abrupt, presumably human-
induced warming over the last century
(Science, 1 July 2005, p. 31).

Mann made himself scarce throughout 
the proceedings, even abruptly departing as
McIntyre stood to make a final comment. 
Others, however, had already provided inde-
pendent support for temperature trends
resembling Mann’s, and Mann himself
pointed out that he had sworn off the criti-
cized analytical method years ago. The com-
mittee has promised a report on the science of
millennial temperatures in June.

–RICHARD A. KERR

Species Law Backed
Thousands of biologists and the Union of 
Concerned Scientists are asking the U.S. 
Senate to heed “sound scientific principles”
and preserve the Endangered Species Act
(ESA). Last September, the House narrowly
passed a bill that would overhaul the ESA,
taking private economic interests into account
when deciding which species to protect and
how (Science, 30 September 2005, p. 2150).
Now it’s the Senate’s turn to weigh the pro-
posed changes. 

“There is a great deal right with the Endan-
gered Species Act,” says conservation biologist
Stuart Pimm of Duke University in Durham,
North Carolina. Pimm is a leader of the effort,
which has garnered 5738 biologists support-
ing a letter calling for a “strengthened” ESA
that is fully funded and implemented. They say
the ESA is “the ultimate safety net in our life-
support system.” Opponents say the ESA hin-
ders development and is ineffective at species
recovery. But supporters say that less than 1%
of listed species have gone extinct, as opposed
to 10% of species waiting to be listed. Senate
legislation is expected to be introduced in the
next few weeks. 

–KATHERINE UNGER

SCIENCESCOPE

NASA’s science chief has offered space and
earth scientists half a loaf in response to with-
ering complaints about cuts in the agency’s
proposed 2007 budget. Even so, it’s a better
offer than the one NASA Administrator
Michael Griffin made last week to life and
microgravity scientists: He announced a new
timetable for f inishing the international
space station that will leave almost no room
in the next 4 years for U.S. research projects.

Testifying before the House Science Com-
mittee, NASA’s Mary Cleave pledged to rethink
the space agency’s proposed cuts after legisla-
tors and researchers complained about their
impact on young researchers and smaller
missions. (One of those missions, to two aster-
oids, was canceled the same day.) Cleave said
there was a catch, however: Shifting money back
into those areas could spell doom for flagship
spacecraft now under development for
astronomers, earth scientists, and solar physi-
cists. But senior researchers at the hearing said
they would be willing to consider such a tradeoff.

That same afternoon, Griffin announced
that NASA will not pursue most of the planned
research activity on the space station before
the orbiting base is complete in 2010. The
change results from a cost- and timesaving
reduction in the number of space shuttle
flights needed to boost the hardware into
space—missions that would have allowed
astronauts to carry out a host of experiments.
Speaking at a press conference at Kennedy
Space Center in Florida with the leaders of
other space agencies, Griffin declined to dis-
cuss the U.S. research agenda after 2010, but it
appears bleak. Russian Federal Space Agency
chief Anatoly Perminov says NASA will pro-
vide the Russian section of the station with
additional electrical power.

NASA’s cancellation of the Dawn mission,

awaiting a June launch to the Vesta and Ceres
asteroids, drew a swift response from scientists.
“I was shocked that after testifying before your
committee yesterday, the first thing Dr. Mary
Cleave did upon returning to her office was to
cancel the Dawn Discovery mission,” wrote
Mark Sykes, director of the Planetary Science
Institute in Tucson, Arizona, to committee chair
Representative Sherwood Boehlert (R–NY).
Although Sykes maintains that critical techni-
cal issues have been resolved, Cleave told
Science that a recent review found expected
cost overruns exceeding 20% and the project
facing more than a 1-year delay. Her office was
in the process of notifying scientists before the
hearing, she noted, but legislators did not ask
her about the mission. 

At the hearing, both Republican and Demo-
cratic legislators expressed outrage at cuts, pro-
posed last month in NASA’s 2007 budget, to a
host of robotic science missions as well as to
biology on the space station. A panel of scien-
tists also lambasted NASA for proposing to
reduce research grants, typically 3-year awards
of less than $100,000, and small missions. The
cuts “would be disproportionately felt by the
younger members of the community,” warned
Joseph Taylor, a physicist at Princeton Univer-
sity. “Without research support to pay for their
time, this group will be forced to turn to other
fields—or leave the sciences altogether.” 

Pressed by Boehlert to offer an alternative,
Taylor pointed to the servicing mission for the
Hubble Space Telescope and to the James
Webb Space Telescope. The Webb telescope
remains $1 billion over budget, despite recent
attempts to cut back its costs, and the Hubble
mission is the second largest effort within
NASA’s astronomy plan. Taylor said he would
consider sacrif icing one of those to rescue
grants and small missions. Astrophysicist

NASA Agrees to Review What’s 
On the Chopping Block

SPACE SCIENCE

Goliath tops David.

Work continues on the
James Webb Space
Telescope, while NASA
recent ly  cance led
the smaller NuSTAR 
mission (inset).

▲
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NEWS OF THE WEEK

When Dutch explorers landed on a remote
Pacif ic island a few days after Easter Day
1722, they found eerie carvings of huge stone
statues, a barren landscape, and natives with
dwindling supplies of food and wood. Ever
since, Easter Island, now known as Rapa Nui,
has been considered a textbook example of a
once-thriving culture that doomed itself by
destroying its own fragile habitat.

Now a paper appearing online in Science
this week (www.sciencemag.org/cgi/content/
abstract/1121879) revises that story, imply-
ing that construction of the statues and degra-
dation of the environment both began almost
immediately after humans set foot on the
island. New radiocarbon dates and a reanaly-
sis of old ones put humans first on Rapa Nui
at about 1200 C.E., 400 to 800 years later
than previously estimated and just 100 years
before the palm trees begin to vanish. “You
don’t have this Garden of Eden period for 400 to
800 years,” says lead author Terry Hunt of the
University of Hawaii, Manoa. “Instead, they
have an immediate impact. The destruction-
of-the-environment story is on steroids.” 

Other researchers, such as archaeologist
Patrick Kirch of the University of California,
Berkeley, agree that the new dates raise seri-
ous questions about whether the Easter
Island residents ever lived sustainably on the
island. But some question the team’s dis-
missal of some older radiocarbon dates. “I’m
not convinced they made the case for a later
occupation,” says Kirch.

By the time the Dutch landed, the Easter
Islanders—and the Polynesian rats that had
stowed away in their canoes—had destroyed
most of the subtropical trees and giant palms
that provided wood for canoes and for trans-
porting statues, as well as fuel for fire. The
settlers also had wiped out many species of
birds. But most researchers thought that there
was a period during which the islanders had
lived in harmony with the environment,
before they taxed their resources with a com-
plex culture and statue building. Earlier
radiocarbon dates seemed to support that
idea, suggesting colonization between
800 C.E. and 1200 C.E. and ecological col-
lapse, as indicated by the disappearance of

palm trees, starting at least 400 years later.
Hunt and co-author Carl Lipo of California

State University, Long Beach, took eight sam-
ples of wood charcoal from the bottom of the
oldest known archaeological site on the island,
called Anakena. When they got radiocarbon
dates that clustered at about 1200 C.E., Hunt at
first assumed the dates were wrong and put
them aside. But later he and Lipo decided to
scrutinize all earlier dates from Anakena, to
make sure they did not contain carbon from
marine organisms or old wood, which can
skew dates too old. After discarding what they
considered unreliable dates, the pair found a
high probability (50%) for the first human set-
tlement starting just after 1200 C.E. The evi-
dence does not rule out an occupation at
1000 C.E., but the probability is very low, says
Hunt. The new dates are a “signif icant
improvement” over the old ones, says radio-
carbon-dating expert Tim Higham of Oxford
University, U.K. 

Although several researchers welcome the
rigorous analysis of dates, not everyone
agrees with the criteria the team used. “Some
of his criteria are fair; others are not,” says
zoologist David Steadman of the Florida
Museum of Natural History in Gainesville,
whose 1000 C.E. dates for Anakena were left
in the pair’s analysis. 

The new results are in keeping with a trend
in the past decade toward later dates for colo-
nization of some of the outermost Pacif ic
islands. “This is an important paper, because it
is part of a revision on the chronology of the
Pacific that shows there is a big gap between
settling west Polynesia [e.g., Samoa] and the
marginal areas of south and east Polynesia,”
such as New Zealand, says archaeologist
Atholl Anderson of the Australian National
University in Canberra.

The new dates won’t be the final word on
the f irst  colonization of Easter Island,
researchers say. “The chances you’re going
to f ind the f irst campfire are pretty slim,”
says Steadman. “It will enliven the debate
and force everybody to take a critical look at
their dates.”

–ANN GIBBONS

Dates Revise Easter Island History

ARCHAEOLOGY

Monumental price. The building
of immense statues helped deforest
Easter Island.

Fran Bagenal of the University of Colorado,
Boulder, added that restoring money to those
two areas would “justify a delay in flagships”
such as the Solar Dynamics Observatory, to be
launched in 2008 to examine solar variability. 

Some flagship missions already have been
delayed or canceled. A 2010 launch for
NASA’s $850 million Global Precipitation
Measurement mission has been stretched to
2013, and NASA has twice canceled plans for
a major spacecraft to study Jupiter’s moon
Europa. “This marks the first time in 4 decades

when we have no solar system flagship at all,”
noted Wes Huntress, a geophysicist at the
Carnegie Institution of Washington and a for-
mer NASA space science chief.

That somber situation might look good to
life and microgravity scientists, who would
be largely shut out over the next 4 years of
space station construction and perhaps
longer. Before the Columbia disaster, NASA
planned 28 shuttle flights, many carrying sci-
entif ic equipment to and from the facility.
Now the number stands at 16. “It is the same

space station,” Griff in said. “But we are
largely deferring utilization.”

In good news for the station’s partners,
NASA agreed to launch the European and
Japanese scientif ic modules earlier than
planned so that non-U.S.-based research could
begin in 2008. In exchange for not launching a
Russian power module, NASA also will funnel
power to the Russian portion of the station. A
portion of that power was once designated for
experiments aboard the U.S. lab module.

–ANDREW LAWLER

http://www.sciencemag.org
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White House Sticks to 
The Basics
High-energy physics is certainly basic science.
But it’s not what the Bush Administration is
promoting when it talks about doubling basic
research in the physical sciences over 10 years
at three federal agencies. “There are exciting
opportunities in high-energy physics, … but
these are not emphasized in the ACI [American
Competitiveness Initiative],” presidential sci-
ence adviser John Marburger told the High
Energy Physics Advisory Panel for the Depart-
ment of Energy’s Office of Science, which is
included in the ACI (Science, 17 February, 
p. 929). ACI focuses on nanotechnology,
high-end computing, and basic energy 
sciences that promise a direct technological
payoff, Marburger explained. University of
Chicago physicist Melvyn Shochet, the
panel’s chair, called Marburger’s words
“sobering … and honest.” 

–ADRIAN CHO

Slammer Awaits Science 
Terrorists 
Six members of an animal-rights group will be
sentenced in June after a federal jury in Trenton,
New Jersey, last week found them guilty of
stalking and harassment. Their target was 
Huntingdon Life Sciences (HLS), a British 
animal testing company that moved most of its
operations to the United States several years
ago to escape the group’s activities. Called Stop
Huntingdon Animal Cruelty, the group’s now-
defunct U.S. Web site had listed “terror tactics”
and personal information about HLS employees.

The case is the first to be brought under a
2002 federal law that covers “animal enter-
prise terrorism.” Individual charges carry max-
imum sentences ranging from 3 to 5 years and
$250,000 fines. 

–CONSTANCE HOLDEN 

Glug, Glug, Go U.S. Subs
The National Oceanic and Atmospheric
Administration (NOAA) is trying to keep open
five undersea research facilities caught in a
budget squeeze this year. The facilities are run
by several East Coast universities and offer
diving and robotic equipment needed for
studies including deep-sea fisheries research
and coral science. Last fall, Congress cut 
$8 million from NOAA’s $12 million National
Undersea Research Program, which also sup-
ports two West Coast centers. NOAA’s Barbara
Moore says internal money could keep at least
one center open. And the White House has
asked Congress to restore the funds for 2007.

–ELI KINTISCH

SCIENCESCOPE

Ideally, a crystalline material ought to be a
realm of perfect atomic order. Real-world
crystals, however, consist of small grains and
cells that lock together higgledy-piggledy, like
so many stones in a wall. For decades, physi-
cists have struggled to explain where the
boundaries delineating grains and cells come
from. Now theorists have shown how these
walls form out of stringy imperfections in the
crystal called dislocations.

The advance could lead to a deeper under-
standing of the grainy character of crystals—
which determines their hardness and other
mechanical properties—and give engineers a
new tool for analyzing the wear of metal parts.
“If the theory is correct, it’s very important,”
says Michael Zaiser, a theorist at the Univer-
sity of Edinburgh, U.K.

Within a crystal, atoms snug-
gle into orderly planes like
checkers filling a checkerboard,
and the planes stack to form a
regular three-dimensional (3D)
structure. A real crystal also
contains many threadlike dislo-
cations, which arise when, for

example, one plane of atoms wedges partway
between two others. The edge of the extra
plane then creates a 1D irregularity running
through the crystal. These 1D dislocations
coalesce to form 2D walls that separate the
grains and cells.

Physicists have tried to simulate that process
in computer models that track the motion of
each atom. But those simulations work only for
idealized 2D crystals one plane of atoms thick,
Zaiser says. Simulating a 3D crystal is “one of
the most computationally intense simulations
known to man,” he says.

So Surachate Limkumnerd and James
Sethna of Cornell University took a different
tack. They described the atoms with a continu-
ous “tensor field” that quantified how far and
in which direction each one had been dis-
placed from its position in the ideal crystal. A
tensor field roughly resembles the arrow-filled
weather maps on which forecasters plot wind
directions and speeds. Each dislocation corre-
sponds to a tornadolike eddy within the field.

Using a computer, the researchers then cal-
culated how, starting from random variations,
the tensor field interacts with itself and evolves.
Wherever dislocations accumulate, stress within
the crystal can jump significantly from one side
of the accumulation to the other. The “stress
jump” attracts more dislocations in a runaway
process that mathematically resembles the

formation of a shock
wave. Ultimately, the
dislocations squeeze
into sharply def ined
walls, the researchers
report in a paper to be
published in Physical
Review Letters.

Other physicists
had attempted contin-
uum models as much

as 50 years ago, but all
failed to produce walls. Their
mathematical approaches led to
vexing inf inities that the tensor
field avoids, Sethna says. Even so,
Sethna and Limkumnerd had to
employ special computational
tools to deal with the slightly less
troublesome jumps.

The model is an important first
step, says Stefano Zapperi, a theo-
rist at the National Institute for the
Physics of Matter in Rome, Italy,
but it doesn’t yet account for some
key ingredients. For example,
physicists know that grains, which

form when a crystal solidifies, generally sub-
divide into cells only when a crystal is
stressed. In the model, the dividing happens
spontaneously. “The key would be to put
something more realistic into it and see if you
can make predictions that you can test experi-
mentally,” Zapperi says.

Sethna agrees and says that, for example,
including the tendency of dislocations to tan-
gle might impede the spontaneous division of
grains. Still, at this stage Sethna is encour-
aged that he and Limkumnerd have managed
just to hit a wall. –ADRIAN CHO

Theory of Shock Waves Clears Up the
Puzzling Graininess of Crystals

SOLID STATE PHYSICS

Mosaic. Within the orderly arrangement of atoms in a crystal, 
1-dimensional dislocations ( inset) coalesce to form the 
2-dimensional boundaries of grains, like these in copper.
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Yes, it can happen to you:

If you’re making inroads in neurobiology

research and you’ve received your

M.D. or Ph.D. within the last 10 years, 

the Eppendorf & Science Prize for 

Neuro biology has been created for YOU!

This annual research prize recognizes accomplishments 

in neurobiology research based on methods of molecular 

and cell biology. The winner and fi nalists are selected

by a committee of independent scientists, chaired by the 

Editor-in-Chief of Science. Past winners include post-doctoral 

scholars and assistant professors.

If you’re selected as next year’s winner, you will receive $25,000, 

have your work published in the prestigious journal Science and be

invited to visit Eppendorf in Hamburg, Germany.

$25,000

Prize

You could 
   be next

What are you waiting for? Enter your research for consideration!

Deadline for entries:

June 15, 2006
For more information:

www.eppendorf.com/prize

www.eppendorfscienceprize.org

“This is a unique award 

because it recognizes young 

neuroscientists for their work and 

their ability to communicate with 

a broad audience. I was surprised 

and honored to be a winner.”

Miriam B. Goodman, Ph.D.

Assistant Professor 

Stanford University

School of Medicine

2004 Winner
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NEWS OF THE WEEK

A plan to create a new elite uni-
versity in Austria that once had
the backing of politicians and
top scientists has lost the support
of many prominent researchers.
On 2 March, the Austrian cabi-
net approved a law that will
establish the Austrian Institute
of Science and Technology,
with $545 million in funding
over 10 years. But early backers
of a plan to draw world-class
researchers to a technology-
focused graduate school have
withdrawn their support over
what they say are overly political
decisions on the new institute’s
location and direction.

The bandwagon to create an
institution may be “unstop-
pable,” says molecular geneti-
cist Barry Dickson of the
Research Institute of Molecular
Pathology in Vienna. But without more input
from scientists, he says, the school has no
chance of reaching the world’s top ranks. “It’s a
completely missed opportunity,” he says.

Austria is the latest country to attempt to
boost its research profile by creating a new
institution on the model of the Massachusetts
Insti tute of Technology in Cambridge.

Germany and France have also launched elite
funding schemes, and politicians in the Euro-
pean Union are keen to create a European Insti-
tute of Technology (Science, 3 March, p. 1227). 

Many European universities have a sprin-
kling of world-class research groups, says
physicist Anton Zeilinger of the University of
Vienna, but none has the critical mass of

America’s top institutions. Two years ago,
Zeilinger proposed starting a new graduate-
level institution, which he hoped would pro-
vide healthy competition for Austria’s existing
universities, he says. 

But scientists and politicians often have dif-
ferent goals. Those differences came to a head in
mid-February when the government announced
that the proposed school would be located in a
small village 45 minutes outside Vienna on the
campus of a psychiatric hospital. Critics say this
ignored two other locations that scientists pre-
ferred and that were within the city, closer to
existing research institutes. Dickson and others
say political considerations weighed in favor of
Gugging, where the local governor is a political
ally of the national government.  

The problems go beyond the location,
Zeilinger says. It is crucial, he says, to bring
in independent international experts to guide
the university’s first steps. But the steering
committee members announced last week are
almost exclusively Austrian, and most have
reason to protect their current universities
and institutes, Zeilinger says: “It’s like asking
the heads of Skoda and Mitsubishi to create a
new Mercedes.” 

International experts will guide the new
school’s scientif ic direction, says Jürgen
Mittelstrass, head of Austria’s Science Coun-
cil and a professor of philosophy at the Univer-
sity of Konstanz in Germany, who will head
the national steering committee. He agrees
that the Gugging site “is not optimal.” But
after national elections this fall, he says, it may
be possible to develop a second campus nearer
the city. –GRETCHEN VOGEL

Austria’s Bid for an Instant MIT 
Meets Opposition From Researchers

UNIVERSITIES

Legislator Wants NSF to Offer $1 Billion Energy Prize
Could a $1 billion prize help end the U.S.
addiction to foreign oil? Representative Frank
Wolf (R–VA) thinks it might. Last week, he
urged the National Science Foundation (NSF)
to raise such a prodigious amount from pri-
vate sources and then give it to scientists
offering ideas on how to make the United
States energy independent.

“Why not challenge industry and private
foundations to come up with $1 billion?”
Wolf asked NSF Director Arden Bement at a
2 March hearing on the agency’s 2007 budget
request. Singling out the billions for public
health research from the Bill and Melinda
Gates Foundation as an example of how phi-
lanthropists are eager to support technologi-
cal solutions to societal needs, he speculated
that many organizations would be willing to
donate to a program run by NSF’s world-class
system of merit review. “I think you should
try to raise the money by the end of year. …
And I’ll put some language into your bill”

that would allow NSF to move
forward, he said.

The audacious proposal may
force modifications in a plan
NSF has been developing in
conjunction with the National
Academies on earlier orders
from Wolf ’s spending panel,
which has jurisdiction over NSF
and several other science agen-
cies (Science, 2 December 2005,
p. 1417). NSF has already cri-
tiqued one draft of a proposal to
stimulate innovative research,
Bement told Wolf, and expects a
second version in a few weeks.
“Our plan was to inaugurate the
program in 2007 and award the first prizes in
2008,” Bement explained.

Without presuming any dollar amount, the
academies’ Stephen Merrill says that body’s
report examines “how to make a splash in terms

of selecting the topics, advertis-
ing it, and the ground rules for
the competition. The idea is to
induce a solution to a major
problem by getting the commu-
nity involved.” Merrill says the
academies’ team was thinking
“along the lines of an [Ansari]
X Prize,” the $10 million for pri-
vately funded space travel won
in 2004 by SpaceShipOne. 

Admitting after the 3-hour
hearing that he hadn’t worked
out the details, Wolf acknowl-
edged that such a privately
funded, government-run pro-
gram would be unprecedented.

But he said that shouldn’t deter NSF. When
NSF Assistant Director Kathie Olsen sug-
gested that “we need to talk to our lawyers to
see what we are allowed to do,” Wolf shot back,
“I think you can [do it].” –JEFFREY MERVIS

U.S. SCIENCE POLICY
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Under pressure. Scientists say Austrian education minister Elisabeth
Gehring’s plans for an elite university are driven by politics.

Jackpot. Representative Frank
Wolf wants NSF to think big.

http://www.sciencemag.org
http://www.sciencemag.org/archive/


The End of Angkor

The collapse of a great medieval city suggests that 

environmental miscalculations can spell doom for 

even the most highly engineered urban landscapes
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SIEM REAP, CAMBODIA—Crouching in the
bottom of a gully, Roland Fletcher traces with
his finger the beveled edge of a pitted, grayish-
red rock. The carved laterite block with a
sloping face f its snugly in a groove in the
block below. “It’s a fancy piece of work,” says
Fletcher, an archaeologist at the University
of Sydney, Australia. Centuries ago, the
people of Angkor built immense
sandstone palaces and temples
on foundations of laterite, a
spongy, iron-laden soil that
hardens when exposed to air. In
excavations begun last year,
Fletcher’s team discovered that
the half-meter-long block is
just one piece of a dilapidated
platform extending 20 meters
underground in either direction.
The platform appears to be the
remnants of a massive spillway,
possibly used to disperse flood-
waters unleashed by monsoon
rains. “Nobody had ever seen a
structure of this kind here
before,” Fletcher says.

The spillway helps resolve
one debate, showing that the
majestic waterworks of Angkor—a Khmer
kingdom from the 9th to 15th centuries C.E.
that at its height encompassed much of

modern-day Cambodia, central Thailand, and
southern Vietnam—were designed for practi-
cal purposes as well as religious rituals. But
this singular piece of medieval engineering
may also offer clues to a more profound rid-
dle—not because the spillway exists, but
because it was destroyed.

Ever since Portuguese traders in the late
16th century described
the lotus-shaped towers
of Angkor Wat rising
from the forest canopy,
people have wondered
why the once-gilded
temple devoted to
Vishnu—humanity’s
largest religious mon-
ument—and the city
connected with it
were abandoned about
500 years ago. The list
of suspects proposed so
far includes marauding
invaders, a religious

change of heart, and geological uplift.
Now Fletcher and his colleagues have new

evidence that the very grandeur of Angkor’s

complex plumbing, the lifeblood of the city,
left it vulnerable to collapse. In a provocative
new interpretation of Angkor’s demise,
Fletcher, co-director of the Greater Angkor
Project (GAP), a 5-year survey and excavation
sponsored by the Australian Research Council,
proposes that the trigger may have been a com-
bination of rigid infrastructure, environmental
degradation, and abrupt changes in monsoons.
He and other scholars caution that the case is
not closed. “It’s hard to put a finger on any one
reason for the collapse,” says Charles Higham,
an anthropologist at the University of Otago in
Dunedin, New Zealand, whose startling finds
at earlier Thai sites are illuminating the origins
of Angkor (see p. 1366).

If the GAP team is right, Angkor—the most
extensive city of its kind in the preindustrial
world, with a population numbering in the
hundreds of thousands in its heyday—would
not be the f irst civilization unraveled by
environmental change. For example, many
archaeologists now hold that a series of
devastating droughts doomed the Maya and
their sprawling city-states on the Yucatán
Peninsula between 800 and 900 C.E.
Angkor’s downfall may be a cautionary tale
for modern societies on the knife-edge of
sustainability, such as Bangladesh. “The lesson
to learn from all of this,” says Higham, “is
don’t abuse the environment.” C
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The collapse of a great medieval city suggests that 

environmental miscalculations can spell doom for 

even the most highly engineered urban landscapes

Beguiling. A once-gilded
Angkor Wat tower.

The End of Angkor
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Seeing the big picture
On a hazy January morning about 30 kilo-
meters north of Siem Reap, the modern town
near Angkor, Donald Cooney banks his ultra-
light plane hard right and heads toward a stand
of trees a half-kilometer away. Soaring over
forested lowland crisscrossed with waterways,
rice paddies, and traditional wooden houses on
stilts, some of the more stupendous Angkorian
features are impossible to miss, including a
gigantic 1000-year-old earthen reservoir called
the West Baray, 2.2 kilometers wide and 8 kilo-
meters long. Dozens of immense stone temples
reflect Hindu cosmogony; the temples repre-
sent Mount Meru, the mythical home of Hindu
gods, and the moats represent encircling
oceans. Bas reliefs on sandstone facades depict
everyday scenes—two men bent over a chess-
board, for instance—as well as sublime visions
such as the apsaras, alluring female dancers in
elaborate headdresses who served as messen-
gers between humans and the gods. Yet much
of the kingdom remains inscrutable, like the
giant faces that stare serenely from the towers
of the Bayon in Angkor Thom, the walled heart
of the kingdom.

Cooney, a pilot based in Knoxville, Tennessee,
takes a hand off the control bar and gestures
toward a thicket of banyan trees. “Do you see the
temple?” he asks, his voice crackling over the
headset. Even from 300 meters up, the umber
towers of a walled temple complex built by
Yashovarman I in the late 800s emerge from the
canopy only when the aircraft is nearly on top of
it. “It’s easy to see how so much of Angkor was
hidden from view for so long,” he says.

Cooney’s flights have helped the 30-person
GAP team chart new Angkorian features, such
as canal earthworks that are easy to overlook on
foot. “It’s ground-truthing from the air,” says
Fletcher, who co-directs the $700,000 project
with Sydney colleagues Michael Barbetti and
Daniel Penny, as well as Ros Borath—a
deputy director general of the APSARA
Authority, the Cambodian agency that manages

Angkor—and Christophe Pottier of the French
Research School of the Far East (EFEO).

Although archaeologists have long marveled
over Angkor’s sculptures and temples, the aerial
views have been particularly revealing of the
extensive waterworks that sustained them. In
1994, a radar snapshot from the Space Shuttle
Endeavor espied eroded segments of the Great
North Canal, which shunted water from the
Puok River to two reservoirs. Then a few years
later, archaeologist Elizabeth Moore of the Uni-
versity of London used radar to spot undiscov-
ered Bronze Age and Iron Age settlement
mounds at Angkor.

Some epic legwork has also revealed the
transformation the medieval Khmers wrought
on the landscape. In remote sensing and
ground surveys conducted on foot in the
1990s, Pottier, an architect and archaeologist,
mapped hundreds of hitherto unknown house
mounds and shrines clustered around artificial
ponds, called water tanks.

For Pottier, the surveys were an epiphany.
“The people of Angkor changed everything

about the landscape,” he says. “It’s very difficult
to distinguish what is natural and what is not.” 

That transformation was extensive, as
Fletcher, a specialist on the growth and decline of
settlements, and University of Sydney graduate
student Damian Evans learned by scrutinizing
NASA radar images commissioned by GAP.
They found Angkorian dwellings and water tanks
scattered across roughly 1000 square kilometers
and connected by a skein of roads and canals,
many now barely discernible. 

The surveys also revealed the outlines of
the ingenious water-management system,
centered on three great reservoirs, or barays. A
labyrinth of channels north of the barays and of
the complexes of Angkor Thom and Angkor
Wat diverted water from the Puok, Roluos, and
Siem Reap rivers to the reservoirs (see map on
p. 1367). The system “brought large amounts
of water to a halt and then bled the water off
into other channels as required,” explains
Fletcher. Canals leading south and eastward
from the barays dispersed the water across the
landscape, for irrigation and to blunt seasonal

flooding. This allowed the growth of
a vast urban complex: a low-density
patchwork of homes, temples, and
rice paddies. 

Angkor’s growth, and the king’s
power, depended on sustained rice
yields. “If the king runs short of
rice, he’d have to go cap in hand to
other Khmer lords in the kingdom,”
says Fletcher. Reliable yields
required ample water at the right
times of year. Angkor’s water system,
therefore, was the wellspring of
power for its rulers.

Surprisingly—and frustrat-
ingly—the roughly 1200 inscrip-
tions in Sanskrit and Khmer chiseled
on Angkorian walls are mum on the
water system. “They’re full of refer-
ences to boundary stones and land
ownership, but virtually silent on
water issues and water rights,” says
Higham. Apart from the inscrip-
tions, not a single written Angkorian
word has been recovered. The oldest
inscribed palm leaves, a likely
medium for records, date from the
early 18th century. 

www.sciencemag.org SCIENCE VOL 311 10 MARCH 2006 1365
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Waterworld. (Left) Angkor’s ponds, canals, and
reservoirs sustained a vast city and its grand temples.
(Above, left to right) The monuments still impress,
including heavenly apsaras at Angkor Wat; a statue of
a god outside Angkor Thom; and giant faces smiling
placidly from the towers of the Bayon temple.

Practical minded. Roland Fletcher, on the bank of the West Baray,
argues that Angkor’s reservoirs were for irrigation and flood control,
not just rituals.

http://www.sciencemag.org
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Angkor’s inscriptions also betray nothing
of the kingdom’s decline. By the 14th century,
“we really don’t know what’s going on in
Angkor,” says Fletcher. Siamese annals
recount how an army from a nearby kingdom
seized Angkor in 1431. Why the city was ulti-
mately abandoned is an enigma—although the
consequences must have been devastating.
“When a low-density city collapses,” Fletcher
says, “it takes out the entire region.”

Angkor’s past has remained mysterious in
part because Cambodia’s grim recent history
deterred research here. Civil war, the brutal
reign of the Khmer Rouge, and finally the inva-
sion of Vietnamese forces turned Angkor into a
no-go zone for nearly 20 years. Although the
heritage park with the major monuments is safe
for tourists, some terrain north of the barays
still has landmines and unexploded ordnance.
“You can’t go bushwalking here,” Fletcher says.
Fortunately, the warring sides left Angkor
largely untouched. 

Then when Pottier reopened EFEO in 1992,
the emphasis was on restoring the temples.
Centuries of neglect had turned some com-
plexes into tumbled ruins, whereas others
required urgent measures to stabilize them or
restore sandstone facades. More than 20 teams

from around the world are working here, says
APSARA archaeologist So Peang. He points to
masons repairing a 12th century causeway that
bisects one of Angkor Wat’s moats. “Many
blocks have decayed. Rains wash away the
sands,” he says.

The vital repairs, not to mention efforts to
interpret the structures and inscriptions, have
conspired to keep attention riveted on the mon-
uments. “Archaeologists here have tended to
focus on what they can see,” Fletcher says.
“Imagine trying to learn about life in New York
City by only examining its churches.” As a
result, says Pottier, “Huge parts of the site
remain complete blanks.” 

For that reason, one can stumble upon
hidden treasures. Walking on the bank of the
East Baray, Fletcher spots a triangular, dark-
gray object in the sandy grass. He picks up the
palm-sized stone fragment and points to some
squiggly lines. “It looks like old writing,” he
says. An EFEO expert later confirms that the
inscription is from the reign of Yashovarman I.
“So much here is just waiting to be discovered,”
Fletcher says.

Going with the flow
On the western edge of the Mebon, an artificial
island in the middle of the West Baray, a tangle
of grass and vines hides some laterite founda-
tions. Seventy years ago, during the dry season,
a villager looting the Mebon stumbled upon
part of a gigantic bronze torso jutting from the
muck near the foundations. He alerted an
EFEO curator, explaining that the Buddha told
him in a dream that he was buried in the Mebon
and couldn’t breathe. French excavations later
unearthed the 2-meter-tall head and shoulders
of a statue of Vishnu.

Beyond the baray, a swelling red sun is just
meeting the horizon. “Imagine the rays of the
setting sun glinting off Vishnu,” says Fletcher,
standing beside the remnants of the temple
wall. Pressure from the reservoir’s water column
would have forced water through the base of the
statue and out of Vishnu’s navel. Pollen grains
preserved in mud inside the temple show that
lotus plants flourished in the pond gracing
either side of a causeway leading from the
temple to the statue.

A controversy has simmered over whether
the magnificent Mebon and West Baray were
brought into being solely to inspire awe.
Some advocates of the purely ritual argument

Local Elites Cast New Light
On Angkor’s Rise
PHIMAI, THAILAND—In a square pit that could
swallow a two-story house, a dozen skeletons
are seeing the light of day for the first time in
20 centuries. Two adults have more than a dozen
seashell bangles on each arm, and a third has a
pair of marble bangles. In one corner, small
painted clay pots contain infant bones. Above
each skull, of adults and children alike, lies a
single bivalve shell, probably representing

fertility or rebirth, says anthro-
pologist Charles Higham, who is

excavating the Ban Non Wat site
outside the city of Phimai. 

At the edge of the pit,
Higham points to a string

of pots jutting from the
soil below the layer of
the skeletons. “These are

almost certainly from a ‘superburial,’ ” he says: an
elite grave brimming with shell and marble jewelry and

bronze tools and ornaments. After a few more days of digging
earlier this month, his 60-strong team of academics, Thai laborers, and
volunteers from the conservation nonprofit Earthwatch International
capped their field season by unearthing a clutch of ritualistic, princely
burials. These wealthy graves date from the Early Bronze Age, more than
18 centuries before the civilization of Angkor rose to greatness.

Such early riches are helping to rework views of Angkor’s origins. Archae-
ologists long thought that the import of Indian culture between 200 and

400 C.E., during the Iron Age, transformed scat-
tered communities of benighted farmers into civi-
lized societies. A smattering of Bronze Age digs in
Southeast Asia had yielded remarkably few grave
goods, creating a picture of farmers and fishers
eking out hardscrabble lives. Elsewhere in Asia and
in Europe, meanwhile, the advent of metalworking
in the early Bronze Age had clearly widened the
gap between elites, merchants, and commoners.
But Higham has uncovered a very different story. 

From a patch of land half the size of an
Olympic swimming pool, his team over five field
seasons has unearthed 470 graves spanning
the Neolithic to the Iron Age, from 2200 B.C.E. to
500 C.E. Most spectacular are the 3000-year-old
superburials. The team’s largely unpublished
findings reveal that Southeast Asian societies were
stratified into elite classes more than 1000 years
before Indianization began. “By the Bronze Age,
people here were sophisticated,” says Higham, of
the University of Otago in Dunedin, New Zealand,

whose team includes Otago research fellow Rachanie Thosarat and Nigel
Chang of James Cook University in Townsville, Australia. 

Moreover, Higham says, the excavations show that the people of Phimai
“were able to control water flow long before the development of Angkor’s
reservoirs.” Those reservoirs and associated canals were vital to Angkor’s
power (see main text).

Higham’s work is “pathbreaking,” says archaeologist Miriam Stark of
the University of Hawaii, Manoa, who co-directs another dig in the
region. Ban Non Wat shows that Southeast Asia’s Bronze Age societies
were not out of step with the rest of the world. –R.S.

Rewriting history. Charles Higham’s team has
uncovered rich early graves, as shown by a pot from
a Bronze Age superburial next to his left knee. 
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long claimed that no canals exited the mas-
sive reservoir—so how could it have been
used for irrigation? 

In the last few years, the GAP team has
amassed new details on the vestiges of outlets,
some lined with laterite blocks, from both the
West and East Barays. To many experts, it’s now
beyond dispute that the reservoirs were used to
store water for irrigation during the dry season
and possibly to prevent flooding of houses and
fields. “I’m really impressed with what the GAP
team is doing,” says Yale University anthro-
pologist Michael Coe, an expert on the Maya
and Angkor civilizations. They “have pretty
much laid this debate to rest.” 

But the question remains as to how Angkor’s
endgame played out, as scholars over the years
have engaged in a lively Angkorian version of
whodunit. Some experts hold that shifting eco-
nomic, political, or religious winds trimmed
Angkor’s sails. A “building orgy” of Jayavarman
VII, who in the late 12th century ordered the
construction of numerous temples and Angkor
Thom with its then-gilded Bayon, might have
emptied the kingdom’s coffers and thus reduced
its influence. Another possibility is the growth of
maritime trade, with centers of wealth shifting
south, closer to the sea. Or perhaps Angkor’s star
dimmed when Theravada Buddhism and its tenet
of social equality began to eclipse Hinduism in
the kingdom in the 13th and 14th centuries.

A prevailing view is that crop yields
declined precipitously. Nearly 30 years ago,
EFEO researchers Bernard-Philippe Groslier
and Jacques Dumarçay speculated that the
waterways and barays filled with silt, choking
off irrigation during the dry winter months. The
mechanism might have been deforestation, as
fields were cleared for planting to feed a boom-
ing population—making Angkor a victim of its
own success.

To test these ideas, Fletcher and others set out
to unravel the details of Angkor’s canals and
barays. They found a number of clues hinting at
problems with the grand waterworks. Engineer-
ing flaws may have doomed the East Baray, at
least. “By modern engineering standards, it was
a total failure,” says Heng Thung of the Regional
Centre for Archaeology and Fine Arts in
Bangkok, a specialist in satellite data. To con-
struct the baray, workers simply piled up earthen
dikes on the sides. A canal diverted water from
the Siem Reap River to the baray, but because the
reservoir’s bed was no deeper than that canal, the
baray was perpetually shallow during the dry
season. Water would have evaporated rapidly
when the land is thirstiest.

The engineers got smarter when they built
the West Baray a century later. This reservoir was
excavated in places by as much as 1 meter, pre-
sumably deep enough to retain water throughout
the dry season. What doomed the West Baray,
Thung asserts, is something that Khmer engi-
neers or astrologers could never have foreseen:

geological uplift. He says the beds of the Siem
Reap and other rivers unmistakably deepened
during the Angkor era. This must have occurred
as the upward movement of the crust gradually
raised the flow gradient, making the meandering
rivers run faster and cut deeper. River levels
would have decreased relative to the surrounding
land, until eventually the rivers were too low dur-
ing the dry season to feed into the West Baray.
“When the water was needed, the canals couldn’t
supply the reservoir,” Thung says.

Whatever the problems with the barays,
some researchers contend that their importance
for irrigation has been vastly overstated. The
engineered system would have provided water
to grow enough rice to support between
100,000 and 200,000 people, less than half of
the presumed population. The land between the
barays and the Tonle Sap, a lake south of
Angkor, is so flat that it’s hard to imagine large
amounts of water supplying a broad expanse of

irrigated rice land, says archaeologist John
Miksic of the National University of Singapore
and an expert on early Indonesian cultures.
Most of the populace tended bunded rice paddies
that captured water during the monsoons or
grew rice in saturated soil left after monsoon
floodwaters receded.

Thung, Fletcher, and others do not dispute
that baray-fed irrigation alone would not have
sustained the populace. Rather, they suggest, the
barays provided extra capacity that could have
ensured survival rations during a poor harvest.
The irrigation system “may have been a risk-
management strategy for a bad monsoon year,”
Fletcher says—a strategy that would have failed
if the barays didn’t fill. Another practical pur-
pose of the barays might have been flood control
by diverting waters from swollen rivers: “Insur-
ance policies maybe, in case the monsoons were
heavy,” Fletcher says. He proposes that the great
embankments and canals are central features of
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Heart of the kingdom. Canals
diverted rivers in the north to the
West Baray, shown here, and other
giant reservoirs.
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an artificial wetland aimed at reduc-
ing the risk of flood damage. 

Remarkably, the GAP team is
the first to attempt a comprehensive
assessment of Angkor’s climate and
waterworks. Penny, an expert on
past climates, is analyzing pollen
grains to uncover shifts in vegeta-
tion cover. From this he hopes to
reconstruct changes in land use
during Angkor’s waning centuries.
So far, he says, results indicate that
Angkor’s demise was “patchy, both
over time and space,” undercutting
traditional explanations for the
city’s last days. Other scientists are
focused on the canals and barays—
and tackling the perplexing riddle of
the spillway.

Dowsing for the truth
The spillway might never have
come to light if Khmer Rouge
laborers hadn’t dug an irrigation
trench through it. Around the end of
the 9th century C.E., with Angkor
blossoming, engineers excavated a
long canal that altered the course of
the Siem Reap River, diverting it
southward to the East Baray. The
spillway extends westward from the
northern end of the canal and would
have functioned, Fletcher infers, to
protect that canal from excess
flooding, comparable to a bathtub’s
overflow slot.

The conundrum is that the spill-
way’s meticulous construction is
badly damaged. The Khmer Rouge
trench has largely eroded away; the
Angkorian workmanship was far
superior. Nevertheless, most of the
spillway’s laterite blocks lie in a
jumble under sandy soil. “It was
torn apart,” says Fletcher. It’s possible, he says,
that an engineering flaw caused the spillway to
give way. But Angkorian structures were built to
last, which propels Fletcher toward a different
conclusion. “It seems they ripped the spillway
out themselves,” he says. “Perhaps something
had gone wrong.” 

Fletcher tends to see the hand of necessity,
not neglect. He hypothesizes that the structure
was damaged by flooding, then dismantled for
its materials, after which Angkor workers buried
the ruins to prevent the diversion canal from
breaking out of its channel and flowing west.

The story of the spillway and other clues
from the GAP team’s work indicate that over the
centuries, Angkor’s vaunted water system grew
ever more complex to support the sprawling city.
“We know that something was going wrong,
mechanically, with their water system,” Fletcher
says. For instance, one of the great southern

canals was filled with cross-bedded sand, indi-
cating considerable and rapid water flow as well
as sedimentation. “The sand buried the canals,”
he says. The water infrastructure “became so
inflexible, convoluted, and huge that it could
neither be replaced nor avoided, and had become
both too elaborate and too piecemeal.”

The more complicated and delicately bal-
anced the system grew, the harder it would have
been to compensate for unusual events, such as
extreme flooding or drought. “They engineered
a completely artificial environment, and it was a
fragile environment,” Pottier says.

Add climate change to this volatile mix, and
you have a recipe for disaster. The GAP team is
probing whether monsoons became “really
erratic” during the Little Ice Age, between
1300 and 1600 C.E. There’s good evidence that
cooling in the Northern Hemisphere not only
weakened monsoons in mainland Southeast

Asia during this period but also
triggered sharp declines in crop
yields in Europe. William Boyd, a
geologist at Southern Cross Uni-
versity in Lismore, Australia, who’s
collaborating with Higham, finds
GAP’s scenario reasonable; he
suspects that the Angkor region
would have become drier.

The idea is “really intriguing,”
says archaeologist Miriam Stark of
the University of Hawaii, Manoa,
who has studied the pre-Angkor
Funan kingdom of Cambodia’s
Mekong delta. But archaeologists
say more climate data are needed.
“A definitive answer,” says Miksic,
“would require a study of the ecol-
ogy of the Tonle Sap Basin over the
past 2000 years.”

Fletcher concurs, and he and
Penny hope to receive permission
from Cambodian authorities to go
caving in search of evidence. Stalag-
mites add new layers every year; the
isotopic chemistry of the layers cap-
tures a record of climatic conditions
during accrual. (Stark and Paul
Bishop of the University of Glasgow
hope to gather similar data from
caves in the Mekong delta region in
the coming year.) Deciphering the
isotope record in suitably old stalag-
mites should yield insights into past
climate. Other evidence could be
gleaned from changes in vegetation
or lake water levels, and Chinese
trade records, says Boyd.

As Angkor was rising, halfway
around the world a similar loss of
equilibrium brought the Maya to
their knees. Overpopulation and
environmental degradation had
weakened their Mesoamerican

cities. Beset by droughts and a “paroxysm of
warfare,” the civilization crumbled, Coe says.
“The demise of Angkor is directly comparable to
the great Maya collapse,” he says. And it could
happen again. “When populations in tropical
countries exceed the carrying capacity of the
land, real trouble begins,” Coe says.

Fletcher says there are lessons for developed
nations as well. He compares Angkor’s plumbing
woes to modern cities having to cope at great
cost with extensive, decaying sewers or cumber-
some road systems.

On their quest to understand the end of
Angkor, the GAP team will continue to excavate
and analyze deposits from its water features and
reconstruct its environmental history. Angkor,
says Thung, “is a never-ending story.” Or, rather,
it’s an ending often rewritten, and with a lesson
for society that gets gloomier each time.

–RICHARD STONE

Mapping in style. Donald Cooney’s bird’s-eye views of Angkor and its
temples (top) have helped researchers detect subtle features, such as
eroded canal earthworks. 
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Samuel Bodman relishes a challenge. Even
before President George W. Bush nominated
him in late 2004 to be secretary of energy, the
chemical engineer and former CEO of the
Cabot chemical giant in Boston, Massachu-
setts, had decided that the government was
underfunding “math, chemistry, physics, and
engineering.” But the Administration’s 2006
budget request that he inherited called for a
3% cut in the Department of Energy’s (DOE’s)
$3.6 billion Office of Science, the primary fed-
eral backer of fundamental physics. Bodman
gamely defended that request as in line with
“the president’s deficit-reduction goals.” But
back at the department’s fortresslike head-
quarters in downtown Washington, D.C., he set
out not only to reverse the cuts in DOE’s basic
science but also to lobby the White House for
new applied energy efforts.

Last month, Bodman enjoyed the fruits
of his efforts: Within a span of a week, Bush
devoted an unprecedented nine paragraphs
of his State of the Union Address to research
and science education and proposed a
14% increase in the 2007 budget for DOE’s

Office of Science. A nuclear energy initiative
drew mixed reviews, and environmentalists
applauded the Administration’s belated
endorsement of solar power and biomass
programs (see table, p. 1370).

Overnight, Bodman had changed from
faceless bureaucrat to a hero of science. “He
has his values at the right location,” says
nuclear physicist Konrad Gelbke, director of
DOE’s National Superconducting Cyclotron
Laboratory at Michigan State University in
East Lansing. “Our last secretary was also
an advocate for science, but this is in a differ-
ent way: hands on,” said Office of Science
Director Raymond Orbach last year about a
grueling 2-hour budget brief ing session
with Bodman.

The self-effacing 67-year-old says he
doesn’t relish the spotlight: “I don’t view
myself as a role model.” He credits his
success partly to hard work: Even before he
was confirmed as DOE’s 11th secretary, he
devoured several fat three-ring brief ing
binders describing the $24 billion behemoth
he was about to manage, which has responsi-

bility for everything from the nation’s nuclear
weapons arsenal to appliance standards. And
he’s quick to spread the credit around. “I’m a
good judge of horseflesh,” he says, noting that
Orbach has been nominated for the additional
title of undersecretary of science, a position
Bodman successfully lobbied Congress to
create last year. But he is as results-oriented
as any CEO, targeting “areas that are best
positioned to yield results in our lifetime,
more specifically, in my lifetime.”

Although energy scientists aren’t willing
to bet that Bodman will be able to transform
an energy industry whose fundamental tech-
nologies have changed little in 30 years, they
think his academic and energy qualifications
give him a better shot at succeeding than his
predecessors. That roster includes a dentist, a
lawyer, and two former senators with no
technical background. Former CIA director
and DOE official John Deutch says Bodman
may be “the most qualified secretary we’ve
ever had.” Bodman, they argue, represents
the best shot in decades at changing how
America uses energy.

Follow the money
Trained as a chemical engineer at Cornell
University and the Massachusetts Institute of
Technology (MIT), Bodman was quickly
attracted to the fledgling world of venture
capitalism. An associate professor at MIT in
the 1960s, he simultaneously worked at the
Boston-based American Research and Devel-
opment Corp., among the first venture capital
companies to benefit from the emerging U.S.
academic research juggernaut. Bodman then
took a job assessing energy and chemical
technology for Fidelity Investments’ nascent
venture unit, spending more than a decade at
the mutual fund giant and rising to chief oper-
ating officer. As Cabot CEO, he won plaudits
as the $2 billion company expanded into nat-
ural gas and electronics. With Fidelity, he met
Don Evans, a Bush family friend who became
commerce secretary and recruited Bodman
as his deputy. Bodman oversaw the depart-
ment’s research portfolio, which includes
the National Institute of Standards and
Technology (NIST) and the National Oceanic
and Atmospheric Administration.

Yet despite a career focused on tech-
nology—“I’m an engineer, not a scientist,”
he’s quick to remind reporters—Bodman
often talks about the need to beef up U.S.
fundamental research. And he’s extremely
grateful for the $2200-a-year National Sci-
ence Foundation (NSF) fellowship that put
him through graduate school in the early
1960s. “What I’m concerned about is that
America retain leadership, that America
continue to be the place that offers the maxi-
mum opportunity for a young scientist or a
young engineer … to participate in the great

With Energy to Spare, an Engineer
Makes the Case for Basic Research
As secretary of energy, Samuel Bodman leads a campaign for research that will result

in new energy technologies. Even critics find reason to applaud

PROFILE: SAMUEL BODMAN

NEWSFOCUS

Bowling partners. Speaking at DOE’s National Science Bowl, Samuel Bodman has given Office of Science
Director Raymond Orbach (left) an enhanced role in decision-making during his first year as energy secretary.C
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discovery process that is science,” he told
Science in an interview last week in his well-
appointed seventh-floor office.

Bodman is pushing the president’s new
American Competitiveness Initiative, which
promises a 10-year doubling of basic science
funding in DOE’s Office of Science, NSF,
and NIST’s core lab programs. On his office
coffee table sits a well-worn copy of an
October report from the National Academies
on bolstering U.S. leadership in science
(Science, 21 October 2005, p. 423).

His corporate and technical experience
helps him understand how basic science can
feed into new energy technolo-
gies, Bodman says, and he’s quick
to challenge proposed solutions.
Joe Jones of Skyonic, a carbon-
chemistry start-up in Austin,
Texas, says during a recent meet-
ing Bodman “snapped back
between chemical engineering
professor and board of director;
… [it was] the equivalent of my
[graduate school] orals.”

Befitting a former corporate
manager, Bodman likes to set
specific market goals. For bio-
fuels, he wants to improve the
conversion of cellulose—think
corn waste or wood chips—into
ethanol for cars, making it com-
petitive with gasoline in 6 years.
Starch in corn kernels is currently
converted into the fuel and used
as an additive in millions of U.S.
autos, but DOE’s Doug Kaempf
says a 30-fold drop in the cost of enzymes that
convert cellulose to sugar helped persuade
Bodman to boost biofuels research dollars by
65%—focusing on fermentation. Similarly,
progress in photovoltaics persuaded Bodman
to boost applied solar work such as silicon
manufacturing and crystal growth techniques,
aiming to make solar energy as cheap as retail
electricity by 2015.

Previous DOE attempts to promote sim-
ilar programs have been rebuffed by a White
House with close ties to the energy industry.
High gasoline prices helped Bodman this
time around, but so did his inside-the-Beltway
mettle, lobbyists attest. Former Commerce
official Phillip Bond, now with Monster.com,
says Bodman repeatedly secured healthy
funding requests for NIST labs by describ-
ing what its science “meant for the business
sector.” From his office window, Bodman
can gaze upon the Capitol dome. “That’s
where the money is,” he says. 

Flying under the banner “work together,”
Bodman has declared war on DOE’s infa-
mous bureaucratic stovepiping. Scientists
involved with DOE’s supercomputing efforts,
for example, say that separate programs con-

nected to weapons and basic science are talk-
ing more to one another, with good results.
Bodman has also elevated Orbach’s role as
science adviser to the secretary, consulting
with him before deciding to support the
National Ignition Facility, a superlaser at
Lawrence Livermore National Laboratory in
California that faced the budget ax last year.
The materials scientist also helped decide the
fate of several troubled cleanup sites, giving
guidance “as to what kind of glass they were
using,” Bodman says. “I think [Bodman]
brought back the notion that the head of the
Office of Science is going to provide him

basic scientif ic input on general science
issues,” says MIT theoretical physicist Arthur
Kerman, a longtime DOE consultant.

That faith in his deputies has ruffled some
feathers. In January, Bodman dismissed the top
science advisory board at DOE—6 months
after it released a report critical of DOE’s
management of its weapons complex. Senator
Carl Levin (D–MI) called the move “troubling,”
and longtime DOE adviser and physicist
Richard Garwin sees it as “a very bad idea.”
Peter McPherson, chair of the now-shuttered
group and president of the National Association
of State Universities and Land-Grant Colleges,
is less concerned. Bodman, he says, “can
get input from other sources.” And Bodman
says he prefers to receive advice from those
“on the payroll.”

A treacherous path
Many energy watchers are skeptical of DOE’s
new priorities. Some experts complain that
Bodman, whose entourage uses a limousine
and big black SUVs, plays down saving
energy. The American Council for an Energy-
Efficient Economy says that Bodman’s pro-
posed cuts for energy-efficiency research

and weatherization programs undermine the
president’s stated goal of curing “America’s
oil addiction.” Green groups, in turn, cheer
the ethanol studies but say the government
could reduce carbon emissions faster by
mandating more efficient cars. Citing high
fuel prices, Bodman says “there is plenty of
sacrifice to go around.”

The $250 million nuclear initiative, in par-
ticular, is a lightning rod for critics. Bodman
says results from DOE labs “seem to indicate”
potential for advanced recycling of waste,
reducing the need for a geologic repository.
Critics say that billions could be wasted in a

futile attempt to convince the
nuclear industry. Others, such
as Princeton University physi-
cist Frank von Hippel, question
whether the system could work
without producing f issile
material that terrorists could
use to build bombs. Bodman
says that effort—and a similar
demonstration project on an
advanced coal plant called
FutureGen—is focused on
convincing the industry to
eventually buy in. But MIT’s
Deutch warned in a paper last
year that congressional mood
swings and a lack of “neces-
sary skills” at DOE have
doomed a number of previous
demonstration projects, includ-
ing the Clinch River Breeder
Reactor and several synthetic
fuel plants.

Others question the scope of Bodman’s
vision. Although chemist Nate Lewis of the
California Institute of Technology in
Pasadena welcomes new solar funding, he
notes that poor storage technology means
homes with solar panels must draw from the
grid at night, suggesting that only transfor-
mational advances in photovoltaics and
batteries would create true independence.
Hoffert says Bodman’s new efforts “are a
good idea but [are] pitifully small compared
to the magnitude of the problem.” National
Venture Capital Association President Mark
Heesen fears Bodman’s employees won’t
conquer “the mindset that big companies are
the only ones who solve big issues,” missing
potential breakthroughs.

Bodman is careful not to oversell the depart-
ment’s various taxpayer-funded gambles,
including the nuclear reprocessing initiative,
using lingo taken in equal parts from his busi-
ness and academic backgrounds. “If we do the
work and the industry expresses zero interest,
either we will try to convince them otherwise,
or we won’t proceed,” Bodman told Science.
After all, he says, “this is research.”

–ELI KINTISCH

Growth industry. President George W. Bush has requested healthy increases next
year for DOE’s basic research efforts and several applied programs.
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PARIS—Just 700 protesters showed up for a final
march against the French government’s research
policy last week, according to the police. Like so
much in this uprising, the number of marchers is
disputed: The organizers claim there were at
least 2000. It was by any estimate a far cry from
the tens of thousands of angry researchers and
supporters who took to the streets 2 years ago to
air grievances about the system. And last week,
the protest ended in anticlimax: After walking
the short distance from the Musée d’Orsay to
the National Assembly, the crowd dissipated
quickly into the evening rush hour; it didn’t even
make the TV news.

The object of the protesters’ ire—a plan
drawn up by civil servants to infuse new life
into French research—is also coming to a quiet
conclusion. A bill authorizing reforms was
expected to pass the full National Assembly
easily on 7 March and was slated to be
approved by both legislative houses on 16 March
after differences are ironed out. The package
includes a raft of measures aimed at luring
young people into labs and making innovation
the engine of a flagging economy. But few
except education and science minister Gilles
de Robien and minister delegate François
Goulard, who shepherded the bill to a vote,
seem excited about it.

The powerful trade unions and the protest
movement Sauvons la Recherche (Let’s Save
Research, or SLR), which organized last week’s
protest, criticize the plan for falling short of their
goals. Others cite its positive elements: The
research budget will grow from €19.9 billion in

2005 to €24 billion in 2010. Along with pro-
viding more money, the new law attempts to
simplify research management and empowers
a new National Research Agency (ANR) to
dole out funds for projects based on merit
reviews, a novelty in France. But the scientific
community had hoped for a bigger financial
boost. “I have very mixed feelings,”
says physicist Edouard Brézin,
president of the Academy of
Sciences, who says the bill
bespeaks a “lack of ambition.” 

Few dispute that French sci-
ence is, as an academy panel
chaired by the academy’s perma-
nent secretary Jean-François
Bach put it last year, “in a serious
crisis.” Studies have concluded
that it is lagging behind the rest of
Europe and the United States,
based upon the declining quan-
tity and quality of research output
as well as the small number of
new patents and biotech start-ups
that stem from French research.
Low wages and scarce lab
resources have made the profession unattractive
for young people. And the prime advantage of
joining the vast scientific civil service—security
for life—hardly stimulates creativity.

Government labs such as the mammoth
CNRS and INSERM, where most research takes
place, are at arm’s length from higher education,
and university scientists are overburdened with
teaching tasks, the academy report concluded.

Bureaucratic rules waste precious time and
money, too, says Bernard Meunier, who quit as
CNRS president in January to protest “excessive”
bureaucracy and now leads Palumed, a biotech
firm developing antimalarials and antibiotics.

Many successful scientists opted out of the
French system. Molecular biologist Catherine
Dulac, who runs a lab at Harvard studying
olfactory signaling, says she was determined to
return to France after a postdoc job in the
United States—until she realized how limited
her resources would be. “It would have been
scientific suicide,” she says. Attracting fresh
foreign blood to France is even more difficult
than retaining French talent, says Brézin.

Some labs have tried to bring about change on
a small scale. The Curie Institute in Paris, for
instance, lures top researchers by offering them
better paid, 5-year contracts, and more money to
spend on equipment and support staff. It can do so
because, as a foundation, it is blessed with both
public and private money, says Curie Director
Daniel Louvard. However, strict labor laws put
limits on its flexibility.

Discontent reached a boiling point in early
2004, after the government made cuts in the
science budget and proposed to replace 550 per-
manent jobs with temporary contracts. More than
3500 lab leaders threatened to stop performing
their administrative duties, and streets around
the country filled with protesters in lab coats

(Science, 13 February 2004, p. 948).
Surprised by the scale of the
backlash, the government backed
down, and President Jacques
Chirac promised a “Pact for
Research.” The scientific com-
munity organized a nationwide
debate, culminating in a 2-day
meeting in Grenoble and a
consensus wish list (Science,
5 November 2004, p. 956).

Geochemist Claude Allègre,
who served as science minister
in a Socialist cabinet from
1997 until 2000, says the scien-
tists’ movement accomplished
less than it might have because
it engaged in a “naïve” debate
about structural changes it

wanted in the science system. “They lost 2 years,”
Allègre says. “Money, money, money—that’s
the only thing that’s important at the moment.”
But Brézin notes that scientists had their recom-
mendations ready in November 2004; it’s the
government that kept postponing the bill, in
part because of a complete cabinet reshuffle
after a public vote rejected the European consti-
tution in May 2005.

A Dose of Reform to Treat the
Malaise Gripping French Science
Two years after protesters launched a massive revolt against government science

policy, France has adopted a law that promises to reform the establishment

RESEARCH POLICY

End of the road. Researchers formed a nationwide
movement to protest inadequate pay and a stagnant
work environment.  The government response, due
to be voted on this week, wins few plaudits.

Voice of protest. Sauvons la
Recherche spokesperson Alain
Trautmann.
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Still, money remains a key issue. The budget
increase to €24 billion—which would be even
higher if Goulard can deliver on a commitment,
made during the debate, to correct for infla-
tion—will help pay for 3000 new jobs. “The
hemorrhage has stopped; that’s positive,” says
SLR co-founder and spokesperson Alain
Trautmann. But Trautmann and other critics say
the bill falls far short of what’s needed to revamp
anemic government labs. Roughly one-third of
the new money comes in the form of tax deduc-
tions for industry, which, Brézin notes, does little
for basic research. To his critics’ surprise,
Goulard also made a turnaround and promised to
try to raise Ph.D. students’ salaries to 1.5 times
the minimum wage. But it’s a commitment that
could easily be forgotten if there’s no money or if
Goulard is replaced, Trautmann says.

The law authorizes new “Regional Centers for
Science and Education” to bring scientists from
government institutes and universities together,
but the plan doesn’t go far enough to provide the

needed relief for university research, says Bach.
Researchers are also “nervous” about the bill’s
vagueness, he says; for example, it’s not clear
whether a new High Council for Science and
Technology—which researchers had lobbied hard
for—will be truly independent or merely decora-
tive. Goulard sees a major advance: “Never, and I
mean never, has so much been done for French
science,” he said last week.

Opinions are divided, meanwhile, about the
new grants agency ANR, which started operating
last year with temporary authority. Bach believes
it will create a new way to support talented young
people, provided it stays free of political interfer-
ence. But SLR and the trade unions oppose the
new agency, which they worry will not improve
flexibility as much as it will reduce certainty for
the average researcher. Indeed, one reason SLR
lost steam, Meunier says, is that it had become
increasingly aligned with the trade unions, which
argue for more money but have opposed substan-
tive change. Despite the banners, the balloons,

and the whistles, the research unions tend to be
conservative, protecting the interests of those
inside the system with good jobs at the expense of
younger people, he says. 

Trautmann acknowledges that there has been a
“convergence” between SLR and the unions and
that it has caused some early members to turn their
backs on the movement. He says he isn’t happy
with this himself, as SLR was started primarily to
address the plight of young scientists. “We don’t
want to be a new union,” he says. Now that the
landmark reform bill has passed, SLR will decide
on own its fate at a general meeting on 11 March.
Although Trautmann says he wants to continue
“analyzing and communicating” about science
policy in some way, he says the group could
decide to dissolve.

For now, most scientists are hoping for better
times. If the left comes to power in the 2007 elec-
tions, the research budget will get a 10% annual
increase, Socialist Party leader François Hollande
promised last week. –MARTIN ENSERINK

It’s not often that one witnesses speciation in
action, but some birdwatchers in Africa may be
having that privilege. Michael Sorenson, an evo-
lutionary ecologist at Boston University, and
Robert Payne of the University of Michigan, Ann
Arbor, have monitored African indigobirds at a
field site in Cameroon for the past decade. The
opportunistic birds lay their eggs in the nests of
different species of finches. The newborn indigo-
birds then look and act as if they belong there, and
as adults, incorporate the twills and whistles of
their foster parents into their own mating calls.

Recently, the researchers observed one
species, called the blue indigobird, lay eggs in the
nests of both the African f iref inch and the

Black-bellied firefinch. The resulting indigo-
birds learned the songs of their respective finches
and now seem to have developed into two “races.”
Although all the blue indigobirds can still mate
with one another—which means the races are not
yet distinct species—females prefer suitors who
know the same finch song they do. And they pass
their preferences on: Female indigobirds that
grow up in an African firefinch nest, for example,
tend to lay eggs in the same kind of nest rather
than in one belonging to a Black-bellied fire-
finch. “We have a nice example of early stages of
speciation in this group,” concludes Sorenson.

This bird tale, described in an upcoming
Behavioral Ecology paper, is one of several recent

volleys in the continuing debate over how specia-
tion occurs. For the past 50 years or so, many
influential evolutionary biologists, notably the
late Ernst Mayr, have held that physical separa-
tion among members of a species, such as that
caused by the emergence of a mountain chain,
typically drives the splitting of one species into
two. Populations separated by geographic barriers
can’t interbreed and eventually evolve into distinct
species. Examples of this speciation process,
called allopatry, abound. 

Charles Darwin recognized allopatry as a
driving force of speciation. But he also thought
populations could diverge into separate species
in the absence of physical barriers, an idea now
called sympatric speciation, or simply sympatry.
However, his successors were at a loss to explain
how this could happen, and they could find
few examples. By 1907, textbooks dismissed
sympatric speciation, and 35 years later, Mayr
virtually tossed the idea out of modern evolu-
tionary thinking with his strong antisympatry
rhetoric. Since then, few researchers have taken
sympatry seriously.

Now the situation is changing fast. The
indigobird study, combined with recently pub-
lished reports of sympatric speciation among
cichlid fish and palm trees, have offered com-
pelling new support for the concept. Although
some researchers are not yet convinced, sym-
patric events can now be detected with unprece-
dented certainty, says evolutionary biologist
Axel Meyer of the University of Konstanz,
Germany, who led the new cichlid fish study.
Even supposedly airtight examples of allopatry

Speciation
Standing
In Place
Surprising some evolution-

ary biologists, studies of

birds, fish, trees, and insects

show that it doesn’t take a

mountain chain, island, or

other geographic quirks to

create a species

EVOLUTIONARY BIOLOGY

Nesting behavior. By sneaking into nests of two
kinds of finches, the blue indigobird is on its way to
splitting into two species.
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have sprouted leaks; a new study questions
whether certain mammalian groups arose through
allopatry, as researchers have long thought. 

Instead of asking if sympatry occurs at all,
“the question has now become ‘How frequently
does sympatry underlie the genesis of new
taxa?’” says Jeffrey Feder, an evolutionary biol-
ogist at the University of Notre Dame, Indiana.  

The case for sympatry
Sympatry has been slow to catch on in part
because it is hard to envision why members of one
group in a population would predominantly mate
only with each other. “There has to be some sort of
assortative mating, or you don’t get [species-
defining] genetic differences creeping in,” says
Kenneth Petren, an evolutionary ecologist at the
University of Cincinnati, Ohio. With allopatry, it’s
simple: Geographic barriers leave individuals
little to no opportunity to breed with their peers.
But with sympatry, “ecological” barriers—
genetic, morphological, or behavioral quirks
that lead to changes in food preferences, courtship
colors, breeding season, and so forth—cause
group members to prefer or have contact with a
specific type of mate.

Sympatry is hard to spot. To find it in a world
seemingly dominated by allopatry, evolutionary
biologists must identify a place where it is highly
unlikely that physical barriers have separated
members of a species. They must identify closely
related, but nonetheless different, species and
measure the amount of “gene flow” between the
two species. In sympatry, where some interbreed-
ing occurs throughout the speciation processes,
gene flow is rampant, especially at first. As a
result, the two species look similar—genetically
speaking—except for the particular genes under-
lying the changes in behavior, morphology, etc.,
that make the two species different. In contrast, in
allopatry, physical barriers essentially cut off
gene flow, freeing entire genomes to evolve in
different directions. Thus, the pattern of genetic
differences provides a key clue about the method
of speciation.

One of the oft cited cases of
sympatry is a 1994 report
by Ulrich Schliewen, an
ichthyologist at the Zoo-
logical State Collection

in Munich, Germany, and his colleagues. They
concluded, based on mitochondrial DNA
studies, that 11 cichlid species living in a
small lake in Cameroon arose sympatrically
from a common ancestor trapped in the

2.5-kilometer-wide space. Schliewen attrib-
uted this burst of sympatry to the original
species evolving in ways that, for example,
helped the f ish thrive at different depths.
Schliewen’s work has been widely heralded as
one of the best examples of sympatric specia-
tion, in part because it’s unlikely that this
isolated lake would have been colonized
enough times by outside species to create the
current diversity, says Feder. 

In 2004, Schliewen described a new twist on
the evolution of this tightly knit group of fish.
With more extensive genetic testing, he found

that at least one of the 11 species
arose as a hybrid of two other

species, suggesting yet
another avenue of spe-

ciation among sym-
patric species.

Schliewen had
few molecular tech-
niques at his dis-

posal when he did his
initial work in the early

1990s, which left some
people skeptical of the sym-

patry claim at the time. But in
the 8 February issue of Nature, a team

led by Meyer and one led by Vincent Savolainen
and William Baker of the Royal Botanic Gardens,
Kew, in Richmond, U.K., apply new genetic
analyses to come up with two additional com-
pelling examples of sympatry.

Meyer and his colleagues examined two fish
species, the arrow and Midas cichlids, that live in
an isolated 5-kilometer-wide volcanic lake in
Nicaragua. By comparing the species’ mitochon-
drial genes, variable DNA sequences called
microsatellites, and other genetic landmarks,
the researchers demonstrated that the arrow
cichlid evolved from the Midas cichlid fewer than
10,000 years ago. They argue that the lake is too
small for this to have resulted from physical sepa-
ration. Instead, they believe that competition for
food may have pushed members of the ancestral
species to go in different ways. The Midas cichlid
is an algae-eating bottom feeder with a deep body,
whereas the arrow cichlid, whose slender shape is
built for swimming, often dines on winged
insects. Other researchers have shown that the two
prefer to mate with their own kind and that when
forced to interbreed, they fail to produce young, 

Savolainen and Baker also picked a remote
spot to search for sympatry: Lord Howe Island,
a 12-square-kilometer speck of volcanic rock
580 kilometers east of Australia. There they
studied two indigenous palm tree species, the
kentia palm, which is used throughout the world
as a houseplant, and the much shorter curly
palm. A DNA-based family tree of all the
island’s palm species indicated that the curly
palm descended from the kentia palm about
1 million to 2 million years ago. Although the
two species coexist in 20% of the island sites
surveyed, the timing of their flowering now
keeps them separate, say Savolainen and Baker. 

www.sciencemag.org SCIENCE VOL 311 10 MARCH 2006 1373
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Backdoor speciation. In a Cameroonian lake, the slender Konia cichlid (top) hybridized with another species
and gave rise to the fatter, sponge-eating Pungu cichlid (bottom).

New territory. Fruit flies
that originally lived off
hawthorne trees have now
colonized apple trees and
evolved a dislike for hawthorne
fruit, which may ultimately create
a new fly species. 
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The pair suggests that soil differences on
Howe Island created the ecological barrier that
drove this sympatric speciation. Today, kentia
palms thrive on the island’s basic soil, whereas
curly palms stick to acidic soils. Savolainen and
Baker suggest that as the kentia palm spread onto
different soils, its flowering time was delayed,
possibly because the genes needed to adapt to the

altered pH affected the transmission of those
involved in flowering. The new flowering
schedule jump-started the speciation process.

The studies are “a good beginning” to
demonstrating sympatry, says Jerry Coyne, an
evolutionary biologist at the University of
Chicago, Illinois, who has in the past been skep-
tical of proposed cases of sympatric speciation. 

Sympatry on the fly
Some apparent cases of speciation in action, such
as that of the indigobirds, are also bolstering the
case for sympatry. Back in the 1860s, local
farmers noticed that some fruit maggots had
switched their mating and breeding grounds from
hawthorns, which are native to America, to
apples, a domesticated fruit species. A century
later, Guy Bush of Michigan State University in
East Lansing proposed that this type of ecological
separation might be a common mechanism by
which fructivore insects diverge into new species.
Although not yet genetically distinct enough to
be separate species, the apple and hawthorn
maggots are proving a strong example of
incipient sympatry, says Feder. The two types of
maggots have begun to develop some subtle
genetic differences. For example, apple maggots
are much more likely to have genetic variants that

slow egg development, such that their eggs hatch
at peak apple season. Feder and his colleagues’
recent work also shows that the two kinds of
maggots remain separate in part because they
are attracted to the odor of their particular fruit
and are repulsed by other fruits.

Other insects seem to be following a similar
path to a sympatric split. Last year, Thibaut

Malausa, at the Université Paul-Sabatier in
Toulouse, France, and his colleagues found very
little intermating in the wild between European
corn-borers that prefer corn and ones that prefer
hop or mugwort, even though all belong to the
same species. Further enforcing this reproductive
isolation, says Malausa, is that corn-feeding
caterpillars of the species emerge as moths later
than caterpillars with a hop-mugwort diet do
(Science, 8 April 2005, p. 258).

Judgment calls
Fans of sympatric speciation are still working
to win over many evolutionary biologists. For
every researcher who sees a solid example of
sympatry, there’s a skeptic ready to poke holes
in the case. “It’s hard to rule out some sort of
geographic separation, even if it’s micro-
separation,” notes Petren. Hop versus corn, or
apples versus hawthorn, could easily be inter-
preted as geographic isolation on a small
scale, for example. And seemingly sympatric
species isolated on islands or in lakes may
have divided their ter ritories enough to
enforce reproductive isolation, Petren points
out. The arrow and Midas cichlids divided
their lake by depth; the kentia and curly palms
stick to particular soil types. “It’s always a

tough call since we were not there at the time
of speciation,” says Feder.

Coyne also worries that the genetic evidence
of close kinships may be misleading. In the case of
the Lord Howe Island palms, for example, the
second palm species may have arisen elsewhere.
If wind blew some of that palm’s pollen to Lord
Howe and hybrids resulted, then the intermingling
of the genomes of the two species would make
them seem more closely related than they really
are. “It’s a judgment call,” Coyne says. “There are
other alternatives that have to be taken seriously.”

Richard Glor, an evolutionary biologist at the
University of California (UC), Davis, has found
such an alternative explanation for the diversity of
anole lizards on Cuba. Cuba is a relatively small
island with 60 species of Anole lizards, and some
researchers have proposed that sympatric specia-
tion underlies much of the lizards’ diversity. In
2004, Glor and his colleagues analyzed genetic
differences among three green canopy-dwelling
lizards to determine when the species separated.
They concluded that the speciations occurred
more than 5 million years ago, at a point when a
rise in sea level had broken Cuba into multiple
islands. Thus, physical separation, not sympatry,
gave rise to the three species, which are reunited
on a single island today, says Glor. 

Still, that ambiguity cuts both ways. Some
cases of mammalian speciation attributed to
allopatry have recently been called into ques-
tion. UC Davis evolutionary biologist Michael
Turelli admits that he had hoped to quiet sympa-
try sympathizers with a new study, appearing in
the March issue of Evolution. He and his former
student Benjamin Fitzpatrick gathered data on
the ranges of 14 groups of mammals—“where
no one thinks that sympatric speciation is going
on,” says Turelli.

The study’s rationale was simple: If two
closely related mammals arose through geo-
graphic isolation as allopatry demands, then they
should have ranges that were disconnected, at
least early in their evolutionary history. (Over
time, these species might expand their ranges
such that the two would intersect somewhat.) With
sympatric speciation, the opposite should be true,
Turelli explains. By definition, sympatric species
start off in the same place and only over time do
their ranges diverge. 

The analysis firmly established allopatry for
gophers but not for two-thirds of the other mam-
mals. “We saw clade after clade where there was
no clear signal,” says Turelli. “The punch line is
it’s less obvious that it’s all allopatry all the time.”

Indeed, even the most fervent fans of
allopatric speciation are becoming more open-
minded. Just as Mayr did later in his career,
Coyne is softening his stance, for example. At
least, says Giacomo Bernardi, an evolutionary
biologist at UC Santa Cruz, “evolutionary biol-
ogists are at last essentially agreeing that sym-
patric speciation is possible.”

–ELIZABETH PENNISI

Castaway. Cuban lizards became diverse after
the island was partially submerged and divided
into isolated islets.
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MOVERS

HONORED CRITIC.

One of Australia’s
most vocal propo-
nents of genetically
modified (GM) 
food crops has been
named the govern-
ment’s chief scientist.
Plant molecular 
biologist Jim Peacock,

68, is widely recognized for leading the 
plant industry division of the Commonwealth
Scientific and Industrial Research Organisation
to international respect during his 25-year 
stint as head.

The current president of the Australian
Academy of Science, Peacock is no stranger
to controversy. Four years after receiving a
share of the first Prime Minister’s Science
Prize in 2000, Miller publicly challenged 
the administration’s overemphasis on 
“the delivery end of science,” warning that
“we should never neglect investment in 
fundamental science.” Peacock has publicly
supported GM food crops, even though all
Australian state governments have imposed
moratoria on planting them. And despite
widespread public opposition to nuclear
power, he recently suggested that nuclear
plants may be a way to fight global warming.

“We applaud the appointment,” says
Gerard Sutton, vice-chancellor of the
University of Wollongong and president of Got a tip for this page? E-mail people@aaas.org
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WOMEN IN SCIENCE.

Colleagues call Jennifer
Graves the “weird animal lady” for her work with
kangaroos, wallabies, and platypuses. Now, the
comparative genomicist from Australia National
University has earned another title: laureate.

Graves, 64, is one of five women to receive the
L’Oréal-UNESCO For Women in Science Award,

a $100,000 prize that recognizes women leaders in
life sciences or materials sciences. Born in Adelaide, South Australia, Graves earned her Ph.D. in
molecular biology at the University of California, Berkeley, but later returned to Australia to study
the country’s indigenous mammals. Graves’s research on the evolution of the Y chromosome
suggests that the male chromosome is quickly losing genes and may disappear in several million years.

Graves hopes the awards will encourage young women to pursue careers in science. “We can’t afford
to wait for recognition by others,” she notes. “We need to start by each recognizing the value of our own
unique insights.” Other Women in Science honorees are Pamela Bjorkman of the California Institute of
Technology in Pasadena, Christine Van Broeckhoven of Universiteit Antwerpen in Belgium, Habiba
Bouhamed Chaabouni of the University of Tunis El Manar in Tunisia, and Esther Orozco of the Instituto
de las Mujeres del Distrito Federal in Mexico. The awards were presented 2 March in Paris.

the Australian Vice-Chancellors’ Committee,
“and we expect to be able to work with him
very effectively.”

SMITHSONIAN SHUFFLE. Entomologist 
Scott Miller, 46, is trading his post as associate
director for science at the National Zoo for a
more central role in advising the leaders of
the Smithsonian Institution in Washington,
D.C. He succeeds Steven Monfort, who will
step into Miller’s zoo job.

As the new senior program officer for 
science, Miller (below) will develop institute-
wide initiatives in systematics, conservation,
and other areas. “Scott brings a wealth of
understanding of biology programs through-
out the Smithsonian,”
says Paula DePriest,
director of the
Smithsonian Center
for Materials Research
and Education. Miller
will engender part-
nerships both within
the Smithsonian and
with outside organiza-
tions, DePriest says.

Miller plans to
keep his lab at the National Museum of
Natural History and continue field research
on moths in Papua New Guinea. Miller also
runs the Consortium of the Barcode of Life, 
a program to characterize all organisms by
their DNA.

Awards

Dennis Bartels, the new director of the
famed Exploratorium science museum in
San Francisco, California, sees no reason
why the city can’t fuse its youth culture
and its high-tech industries to become
“the science education capital of the
world.” But innovating at a 37-year-old
museum known for innovation won’t be
easy, admits the 43-year-old science
educator, currently president of TERC, an
education R&D center in Boston.

Q: What’s new in informal science

education?

A: A decade ago, everybody was talking
about edutainment as a way to attract young
people. But that didn’t work out. The real
challenge for museums today is to deliver a
bona fide educational experience: adult
education, teacher training, or whatever else
people want.

Q: How can the Exploratorium do that?

A: Since 1998, it’s been offering a 2-year
science program for new teachers in the area
that’s turned out to be a lifesaver for those
with emergency credentials or teaching out
of field. And 95% of those teachers are still
in the classroom, which is an incredible
retention rate.

Q: Can it be a national force for teacher

training?

A: Yes, we have an Institute for Inquiry
that has trained more than 1000 curriculum
coordinators, and now it’s moved online. And
the Center for Informal Learning in Schools
has worked with more than 400 teacher
educators from museums around the country
to share best practices.

Three Q’s >>
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LETTERS

Finding Good in the Bad
and Vice Versa

DONALD KENNEDY’S EDITORIAL “GOOD NEWS—AND BAD” (13 JAN., P. 145)
on the intelligent design Dover, Pennsylvania, court decision and the
South Korean stem cell scandal overlooks some of the bad news in the
good and the good news in the bad. The fraud perpetrated by at least some
members of Hwang’s research group is indeed bad news. But the good
news is that the fraud was caught very soon after publication, and it is
being dealt with. This is an example of science working, largely by rea-
son of its openness and institutionalized commitment to testing and
debate. Compare this scandal to deception in the business and political
realms. Enron’s fraud was hidden for years. Abramoff and DeLay simi-
larly operated for years before indictment. Indeed, even supposedly dem-
ocratic governments classify their fraudulent or other illegal actions,
using the cloak of national security, and crimes can remain buried for
decades. There is good reason to resist efforts to increase secrecy in any
realm of human endeavor. With secrecy, the tail ends up wagging the dog
and corruption becomes a way of life.

There is no question that the court decision in the Dover case was a
good one. The opinion written by Judge Jones is rigorous and thorough—

and yes, quite elegant.
There is a substantial dark
side to this decision, how-
ever, that reflects poorly
on the scientific commu-
nity. How did it come to
this court fight? How, in a
country as “developed” as
the United States, have
the school system, the
media, and the scientific
community failed so mis-
erably to educate the majority of Americans about the nature of science in
general and evolution in particular? Too often, scientists do not take their
public role seriously enough. If scientists do not respond aggressively to
the need to bring the rest of society along and confine themselves to talk-
ing to each other, the scientific enterprise will likely find itself uncomfort-
ably out on a limb. Should the United States continue to drift closer to the
world’s theocracies and away from the preferable if very flawed secular
democracies, science and scientists will suffer.

DAVID JOHNS

School of Government, Portland State University, Post Office Box 751, Portland, OR 97207,
USA. E-mail: johnsd@pdx.edu

edited by Etta Kavanagh

Diversity in Tropical

Forests

IN HER ARTICLE “RARE TREE SPECIES THRIVE IN
local neighborhoods” (News of the Week, 27
Jan., p. 452) discussing a study by C. Wills et al.
(“Nonrandom processes maintain diversity in
tropical forests,” Reports, 27 Jan., p. 527),
E. Pennisi states that “Biodiversity may be
threatened worldwide, but small pockets of
tropical-forest trees are surprisingly becoming
more diverse over time.” However, the key
implication of Wills et al.’s study is that, in
several tropical forests on two different conti-
nents, strong density- and frequency-dependent
mortality tends to favor rare over common tree
species locally (at a scale of tens to hundreds of
square meters), and that this is a key process
that helps to maintain (but not increase) tree
diversity at a forest-wide scale.

Hence, Wills et al. have helped to reveal the
mechanisms by which tropical forests maintain

their extraordinary biological diversity, but there
is nothing in their study to suggest that the number
of species in these forests is somehow increasing.

WILLIAM F. LAURANCE

Smithsonian Tropical Research Institute, Apartado 2072,
Balboa, Republic of Panama. E-mail: laurancew@si.edu

Genetic Polymorphism of Fc

J. M. WOOF’S PERSPECTIVE “TIPPING THE SCALES
toward more effective antibodies” (2 Dec.
2005, p. 1442) presents a good commentary on
how Fcγ receptors (FcγR) could contribute to
the observed variation in immunoglobulin G
(IgG) subclass responses to pathogens and
tumor antigens. The author briefly points out
the importance of FcγR gene polymorphism in
differential binding to human IgG subclasses. I
would like to add that the genetic variation in
the Fc domain might also contribute to the
effector functions of the IgG molecules.
Surprisingly, virtually all studies—whether

involving interaction of Fc and FcγR or engi-
neering mouse-human chimeric antibodies for
immunotherapy—have treated the Fc region as
if it were monomorphic. The Fc region of IgG
(both human and mice) is not monomorphic.
For instance, Fc regions of γ1, γ2, and γ3 chains
possess polymorphic determinants (called GM
allotypes) coded by genes on chromosome 14
in humans (1). It is possible that particular
FcγR and Fc (GM) alleles epistatically interact
and contribute to specific effector responses
mediated by IgG molecules, providing a mech-
anistic explanation for numerous associations
observed between various FcγR and GM alleles
and immunity to infectious, autoimmune, and
malignant diseases. This would be analogous to
the reported interaction between HLA and NK
cell inhibitory receptor genes in the resolution
of hepatitis C virus infection (2).

JANARDAN P. PANDEY

Department of Microbiology and Immunology, Medical
University of South Carolina, 171 Ashley Avenue,
Charleston, SC 29425, USA. 

“How, in a country as
‘developed’ as the United
States, have the school
system, the media, and
the scientific community
failed so miserably to
educate the majority of
Americans about the
nature of science in
general and evolution in
particular?”

—Johns

COMMENTARY

http://www.sciencemag.org
mailto:johnsd@pdx.edu
mailto:laurancew@si.edu
http://www.sciencemag.org/archive/
http://www.sciencemag.org/archive/
http://www.sciencemag.org/archive/
http://www.sciencemag.org/archive/


http://www.sciencedigital.org/subscribe


http://www.sciencedigital.org/subscribe


References

1. R. Grubb, Exp. Clin. Immunogenet. 12, 191 (1995).
2. S. I. Khakoo et al., Science 305, 872 (2004).

Response
PANDEY’S LETTER RAISES THE ISSUE OF IGG
allotypes, allelic variants of IgG that vary
at one or more amino acids at defined posi-
tions in their heavy chain constant regions.
Although his arguments perhaps have most
bearing on the outcome of an individual’s IgG
immune response to infectious agents, there
are good reasons for considering the IgG allo-
type of monoclonal antibodies that are admin-
istered therapeutically. First, if the allotype of
an administered antibody does not match that
of the recipient, an immune response to an
allotype-specific epitope on the administered
IgG could necessitate termination of multi-
ple-dose treatment. To avoid such a possibil-
ity, one option would be to generate a panel of
IgGs representing all the different allotypes
and match the allotype to each patient.
However, this strategy is not considered com-
mercially feasible, and usually, the most com-
mon allotype would be selected for general
use. A practicable improvement, now being
considered for some applications, is to create
an artif icial “null” allele and so reduce the
likelihood of immune response in most recip-
ients (1).

Second, as Pandey suggests, particular IgG
polymorphisms might influence the ability of the
antibody to interact with and trigger Fcγ receptors
(FcγR). However, as yet, the evidence for this
possibility is limited. The few studies addressing
this point that have used “matched” Ig allotypes
(i.e., with identical variable domains) have
tended not to find significant differences in the
ability of particular FcγR to interact with differ-
ent human IgG allotypes (2–4). Before a defini-
tive picture can emerge on whether IgG polymor-
phisms affect FcγR binding, further experiments
to ascertain the interaction characteristics of
matched IgG allotypes with every human FcγR
variant will be necessary.

JENNY M. WOOF

Division of Pathology and Neuroscience, University of
Dundee Medical School, Ninewells Hospital, Dundee, DD1
9SY, UK. E-mail: j.m.woof@dundee.ac.uk
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Hyposmocoma

molluscivora Description

IN OUR BREVIA “WEB-SPINNING CATERPILLAR
stalks snails” (22 July 2005, p. 575), we reported
a new species of cosmopterigid moth, Hypo-
smocoma molluscivora. The species description
was given in the Supporting Online Material;
however, according to the International Code of
Zoological Nomenclature, the formal descrip-
tion must appear in print to make the name offi-
cially available. The description follows.

Hyposmocoma molluscivora Rubinoff &
Haines, new species

Adult
Male.
Length of forewing: 6 mm, (n = 1). Head.

Creamy dull white with scattered fuscous scales.
Labial palpi prominent, recurved, mostly black.
Antenna uniformly black, unscaled except for
small white mark on dorsal side of elongated
first basal segment; vertex same color as rest of
head. Thorax. Dorsal scaling similar to that of
head centrally but with more fuscous scales,
abruptly becoming black at periphery where join-
ing at base of costal margin of wing. Underside
black toward head, abruptly becoming white
with few fuscous scales toward abdomen. Legs.
Prothoracic legs mostly black. Mesothoracic legs
basally white abruptly becoming black, metatho-
racic legs same pattern. Tibial spurs prominent,
off-white. Forewing: (see left panel of figure) very
elongate, narrow, 6 times longer than broad.
Ground color a lustrous white overlaid extensively
with indistinct pattern of fuscous scales over
upper (costal) 2⁄3 of wing, sometimes dense enough
to appear as black spots, posterior 1⁄3 mostly white,
fuscous scales becoming very sparse with distinct,
undulating margin, except apical lower 1⁄3 remain-
ing mostly fuscous like rest of forewing.
Hindwing. More lanceolate than forewing, 7
times longer than broad. Subcostal brush (fig. S1)
(1) prominent, dark brown, extending 2⁄3 the length
of hindwing. Lustrous light gray with long con-
colorous fringe maximum length nearly half as
long as hindwing. Abdomen uniformly dark
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Resonances in
chemical reactions
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Aggravating
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gray. Genitalia as in the right panel of the figure
and fig. S2 (1). Pseuduncus elongate, curved,
attenuated distally into sharp point; aedeagus
stout, prominent, blunt tipped; anellus lobes 1⁄3
length of uncus, broadened and setose distally,
left lobe with distinctly broader tip; valva broad-
ened distally, with four prominent, broad, uni-
formly spaced spurs, sequentially longer distally.

Male. HOLOTYPE. HAWAII: Maui, Maka-
wao Forest Reserve. Elevation 920 m. GPS
coordinates (UTM, NAD83): 04Q 783924,
2305563. Adult emerged III-23-05. (W. Haines,
C. King collectors). Deposited in the University
of Hawaii Insect Museum, on indefinite loan to
the Bishop Museum, Honolulu, Hawaii.
Diagnosis

Hyposmocoma molluscivora is most similar
and may be sympatric with Hyposmocoma
lebetella Walsingham in montane wet forest

areas of East Maui.
The taxa can be easily
distinguished by dif-
ferences in forewing
pattern, and the pres-
ence of the subcostal
brush in H. mollus-
civora, but absent in
male H. lebetella.
Larval Habits

H y p o s m o c o m a
molluscivora larvae form elongate, almost
cylindrical cases of silk, algae, and small snail
shells. The larvae use silk to attach resting
snails to leaves and then force their way out
into the snail’s shell to feed (fig. S3) (1).

DANIEL RUBINOFF AND WILLIAM P. HAINES 

Department of Plant and Environmental Protection
Sciences, University of Hawaii, Honolulu, HI 96822, USA.
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GPS: A Military/Civilian

Collaboration

DANIEL CLERY’S ARTICLE “EUROPE’S ANSWER TO
GPS could be a boon for research” (News of the
Week, 23 Dec. 2005, p. 1893) did a fine job of
describing how Galileo (the European equivalent
of the U.S.’s GPS) will extend the research value
of global satellite navigation systems and help
further develop new applications pioneered
by GPS, including weather forecasting, ocean
altimetry, surface roughness, and wave height.

Hyposmocoma molluscivora. Type
specimen.

Male genitalia ventral aspect.
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LETTERS

Science readers should be aware that, although
GPS is operated and maintained by the U.S. mil-
itary, it is designed as a dual-use system and is
managed by a joint military-civil committee.
The official U.S. Government policy (www.
navcen.uscg.gov/gps/default.htm) states that
“The United States Government recognizes that
GPS plays a key role around the world as part of
the global information infrastructure and takes
seriously the responsibility to provide the best
possible service to civil and commercial users
worldwide. This is as true in times of conflict as
it is in times of peace.” One other point of clari-
fication is that a single GPS receiver in low
Earth orbit can detect hundreds of atmospheric
occulation signals every day, not just “a few.” 

JAMES F. ZUMBERGE

Jet Propulsion Laboratory, Pasadena, CA 91109, USA.

Decline of Vultures in Asia

THE RANDOM SAMPLES ITEM “VULTURE CUL-
ture” (3 Feb., p. 587) presents the appearance of
large numbers of Eurasian griffon vultures in
Rajasthan, India, as good news, but this is far from
the case. In India, populations of three species of
vultures endemic to South Asia (oriental white-
backed, long-billed, and slender-billed) have
declined to less than 3% of what they were about

a decade ago and the decline continues (1). The
Eurasian griffons are mostly immature birds from
Central Asia, Tibet, and Mongolia that return
there to breed, probably attracted in larger num-
bers by plentiful supplies of livestock carcasses
left uneaten now that the resident species have
almost disappeared. There is now substantial pub-
lished evidence that the cause of the Asian vulture
decline is veterinary use of the drug diclofenac,
which vultures take in when they feed on the car-
cass of a cow or water buffalo treated with the
drug (1–3). Eurasian griffons are as susceptible to
kidney failure caused by diclofenac as their Asian
relatives (4), so it is likely that the source popula-
tions of this species that winter in India will also
be affected. Such an effect will not be detected
soon, however, because there is virtually no
systematic monitoring of numbers of vultures
breeding in these inaccessible areas. Numbers of
immature Eurasian griffons wintering in India
may continue to grow, but this will probably just
indicate a growing drain on their source popula-
tions. A ban on the veterinary use of diclofenac,
announced by the Indian prime minister in March
2005 (5), will therefore probably benefit Eurasian
griffons as well as the resident species, but only if
it can be implemented successfully.

The Random Samples item also contained
inaccuracies about recently published findings
on the safety to vultures of meloxicam, an alter-

native to diclofenac that could help to save the
vultures by speeding the removal of diclofenac
from their food supply (6). The vultures used in
the experiments were captive, but not captive-
bred, and 72 birds (not 35) were treated, of which
66 were given meloxicam itself, rather than meat
from treated cattle.

RHYS E. GREEN

Department of Zoology, University of Cambridge, Downing
Street, Cambridge CB2 3EJ, UK.
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BOOKS ET AL.

Scientists overwhelmingly agree that we
must act now to avert dangerous climate
change. Despite that consensus, debate

rages on in the public arena. Opposing view-
points grace the pages of weekly newspapers,
magazines, Web sites, and blogs. The Weather
Makers is Tim Flannery’s contribution to the
fray. Already a hit in Australia, the book is now
being released in the United States and Britain.
Do we really need another lay book on global
warming? Is there anything new to add? In this
case, the answer is yes. 

Flannery, the director of the South Aus-
tralian Museum, is without question an
extraordinary scientist. He may well hold the
world’s record for the discovery and descrip-
tion of mammal species, and his Mammals of
New Guinea (1) is considered the authoritative
reference on the subject. He entered the arena
of science popularization about a decade ago,
with the publication of his bestseller The
Future Eaters (2). His fame (perhaps in some
minds notoriety) in Australia is
akin to the reputation in America of
the now-passed icon Carl Sagan.

Flannery’s popular works are
epic in scope, entertaining, poetic,
and iconoclastic. In the Future
Eaters, he argues that mass extinc-
tion of Australia’s large terrestrial
vertebrates some 50,000 years ago
was caused by the arrival of
humans—the “blitzkrieg” theory
of mass extinction. A similar theme
appears in his more recent The
Eternal Frontier (3), an ecological
tribute to North America. 

Given the author’s views on the
role of humanity in mass extinc-
tions, it is no surprise that The
Weather Makers is both a passion-
ate explication of human influence
on climate change and a call to
action. Flannery offers an engag-
ing—at times, spellbinding—read, which he
develops along three major narrative lines. 

The first follows Flannery’s “slow awaken-
ing” to the dangers of global warming. It
begins in 1981, when he discovered that forests
are invading the alpine grasslands on Mt.
Albert Edward in New Guinea. He suspected
that this is symptomatic of rising temperatures,
but did not pursue the question as he turned to

other, more immediate problems.
Like many of us, Flannery greeted
the warnings of global warming in
the late 1980s with skepticism.
(He notes that his initial reaction
is not unusual as scientists are
“trained skeptics,” a relevant point
given that the so-called “climate
skeptics” seem to have appropri-
ated the word for themselves.)
Only later, in 2001, as the scien-
tific claims of global warming
grew more insistent, did he recall
his 1981 observation and realize
that he had “to learn more.” Thus
began his climate journey, which is
both metaphorical (a discussion of
the mysteries of Earth’s climate)
and a literal journey around the world to visit
climate experts.

The second story is that of Earth or, for
Flannery, Gaia—the term coined by James

Lovelock to describe
the interconnected-
ness of Earth’s bio-
logical, atmospheric,
oceanic, and geologi-
cal systems. Readers
are treated to an expo-
sition of Earth’s great
climatic shifts over
the past 65 million
years. By detailing
our growing under-
standing of the causes
of these shifts, the
author explodes the
skeptics’ arguments
that past climate
change has yet to be
explicated and that
we are therefore help-
less to make sense of
the human role in cur-

rent changes. We also travel with Flannery to
critically important and unique ecosystems
where global warming has already begun to
wreak havoc. This is perhaps the most evoca-
tive part of the book, with Flannery describing
“the delicate web of life [that] is being torn
apart” by human interference in the climate.

The third story line presents the reader with
two contrasting futures. In one, we fail to act
and Earth’s climate passes a tipping point that
leads to disastrous consequences. Humanity is
thrown either into a dark age or a dictatorial
world regime ruled by the “Earth Commission

for Thermostatic Control.” Bleak? Yes. Possible?
Yes, but not likely.

The alternate future is one where disastrous
climate change is averted by concerted interna-
tional action that includes those countries
Flannery deems the bad actors—the United

States and Australia. His
discussion here is a little
muddled. Flannery conflates
the market-based, cap-and-
trade approach adopted in
Kyoto with carbon taxes. He
also presents the technolo-
gies used to bring about a
low-carbon economy as pol-
icy choices for governments
rather than pathways deter-
mined by the marketplace in
a cap-and-trade system. He
claims we are at a cross-
roads: we can opt for either
(i) a centralized system
based on hydrogen and
nuclear power and domi-
nated by big corporations or

(ii) a distributed system based on wind and
solar energy that places the power of produc-
tion in the hands of individuals. Flannery, of
course, favors the second path. I suspect, how-
ever, that the notion of such a clear crossroads
is a bit oversimplified. 

The book has some scientific missteps, for
example: Nitrogen oxides (NOx) are emitted
from the burning of fossil fuels and lead to the
production of ozone, not nitrous oxide. We
would not “soon run out of oxygen and suffo-
cate” without plants and algae—the depletion
of atmospheric oxygen would require a couple
of million years. And the connection between
El Niño and global warming is not nearly as
well established as Flannery would have read-
ers believe. But these are minor flaws in a tour
de force.

The book’s title refers to the controllers or
“makers” of the weather. It reflects a parable
that weaves in and out of Flannery’s three story
lines. In this parable, Gaia was formerly the
weather maker, but her rightful place has been
usurped by humanity and our profligate use of
fossil fuels. In the optimistic conclusion of
Flannery’s parable, humanity frees itself of
fossil fuels and Gaia once again assumes con-
trol of Earth’s climate. Hopeful? Yes. Possible?
I think so. 
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Lost treasure. Was Costa Rica’s golden
toad (Bufo periglenes) the first species
to have become extinct as a result of
climate change?
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POLICYFORUM

In the early 1950s, the hydrogen bomb
wakened public awareness to the explosive
power of nuclear fusion and launched hope

in the physics community to use fusion as a
power source. Fission made the trip to utility rea-
sonably quickly, and now, 14% of the world’s
electricity is produced in that way. But although
practical, controlled energy release from fission
followed the discovery of that process by only
3 years, fusion power is still a dream-in-waiting.
The explaination has more to do with engineer-
ing than with physics.

Two achievements are essential to produce
electricity from a primary fuel: attaining the tem-
perature needed to convert the source into heat
and extracting the heat from the reacting region.
In a nuclear fission reactor, uranium-235 can
undergo the chain reaction with neutrons of ordi-
nary temperature, and heat can be extracted
directly by coolant circulated through the reac-
tor. The scheme is compact, and it is cheap
enough to compete with combustion plants.

There is no shortage of pairs of isotopes of
light elements that can be made to fuse, but a
potential energy barrier must be exceeded by the
energy of collision. The combination requiring
the least energy is D-T (deuterium-tritium). It
requires a stable, long-lived plasma of reason-
ably high density with a temperature of about
100,000,000 K, but many efforts have failed to
reach these conditions for a net power-producing
plasma. The other plausible candidate (D-D)
requires a temperature five times as high with no
feasible means of heat removal. 

Heat removal is troublesome even with the
D-T reaction. A large amount of energy (17.4
MeV) is released from each fusion. Although 14
MeV is carried away by a neutron—to be slowed
and absorbed in a blanket containing lithium and
thus “breed” more tritium—the energy released
will make everything radioactive out to the radi-
ation shield beyond the blanket. Worse, the mate-
rial of the reactor vessel will undergo radiation
damage, which alters its physical properties. Any
material used for the reactor vacuum vessel will
become increasingly brittle. Back in the 1970s,
design studies indicated that the vessel would
need periodic replacement (1–3).

Another operational problem entails mainte-
nance of vacuum integrity. The reactor vessel
will have to approach much as 20 m in its major

dimension and would need many connections
to heat transfer and auxiliary systems. It must
operate at very high temperatures and undergo
stresses from thermal cycling. Vacuum leaks
would be inevitable and problem-solving would
require remotely controlled equipment (4).

During the 1970s, projects in the United
States, the United Kingdom, and Japan worked
on conceptual full-scale fusion plant designs.
Cost for the UWMAK-III design from the
University of Wisconsin was estimated by the
Bechtel Corporation to be between four and six
times those of coal-fueled and nuclear plants of
the period (5, 6).

Although the importance of reducing reactor
dimensions was well recognized, recent work
has focused on trying to achieve the necessary
conditions in the plasma. In 1991, a team in
California designed a plant with an output of
1000 megawatt-electric (MWe), comparable to
modern nuclear power stations. The result,
ARIES-I, was based partly on technologies yet
to be developed (7). The reactor vessel was 17 m
in its major dimension, fabricated from a silicon
carbide composite. It operated at 650°C and
benefited from an imagined average heat trans-
fer rate of 1.2 MW/m2—six times the design rate
for reactors that use helium coolants and twice
that of pressurized water reactors. 

Finally, the construction cost for any future
fusion plant can be estimated by examining the
blanket-shield component. Its area equals that of
the vessel, so that its thickness is determined
simply by choosing an average heat transfer rate.
A 1000 MWe plant requires a thermal power of
about 3000 MW, 20% of which must be
absorbed by the vessel wall. If we assume an
average heat transfer rate of 0.3 MW/m2, the ves-
sel wall and blanket-shield each must have an
area of 2000 m2. To absorb the 14 MeV neutrons
and to shield against the radiation produced
requires a blanket-shield thickness of ~1.7 m of
expensive materials. This is a volume of 3400
m3, which, at an average density of about
3 g/cm3, would weigh 10,000 metric tons. A con-
servative cost would be ~$180/kg, for a total
blanket-shield cost of $1.8 billion. This amounts
to $1800/kWe of rated capacity—more than
nuclear fission reactor plants cost today (8). This
does not include the vacuum vessel, magnetic
field windings with their associated cryogenic
system, and other systems for vacuum pumping,
plasma heating, fueling, “ash” removal, and
hydrogen isotope separation. Helium compres-
sors, primary heat exchangers, and power con-
version components would have to be housed
outside of the steel containment building—

required to prevent escape of radioactive tritium in
the event of an accident. It will be at least twice the
diameter of those common in nuclear plants
because of the size of the fusion reactor.

Scaling of the construction costs from the
Bechtel estimates suggests a total plant cost on
the order of $15 billion, or $15,000/kWe of plant
rating. At a plant factor of 0.8 and total annual
charges of 17% against the capital investment,
these capital charges alone would contribute 36
cents to the cost of generating each kilowatt hour.
This is far outside the competitive price range.

The history of this dream is as expensive as it
is discouraging. Over the past half-century, fusion
appropriations in the U.S. federal budget alone
have run at about a quarter-billion dollars a year.
Lobbying by some members of the physics com-
munity has resulted in a concentration of work at
a few major projects—the Tokamak Fusion Test
Reactor at Princeton, the National Ignition
Facility (NIF) at Lawrence Livermore National
Laboratory, and the International Thermonuclear
Experimental Reactor (ITER), the multinational
facility now scheduled to be constructed in France
after prolonged negotiation. NIF is years behind
schedule and greatly over budget; it has poor
political prospects, and the  requirement for wait-
ing between laser shots makes it  a doubtful source
for reliable power. ITER was born in 1987, but no
dirt has been dug, and U.S. membership is tem-
porarily in moratorium. 

New physics knowledge will emerge from
this work. But its appeal to the U.S. Congress
and the public has been based largely on its
potential as a carbon-sparing technology. Even
if a practical means of generating a sustained,
net power-producing fusion reaction were
found, prospects of excessive plant cost per
unit of electric output, requirement for reactor
vessel replacement, and need for remote main-
tenance for ensuring vessel vacuum integrity
lie ahead. What executive would invest in a
fusion power plant if faced with any one of
these obstacles? It’s time to sell fusion for
physics, not power.
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Genetic analysis is an art. Just by studying
the effect of mutations in genes, geneti-
cists try to deduce how organisms work.

This has been compared to trying to figure out
how cars work by waiting outside the factory,
tying the hands of individual workers as they go
in, and studying the defects of cars that come out
(1). Nowadays, as a result of high-throughput
genomics, those metaphorical factory work-
ers—the genes—live in a veritable police state,
and geneticists have friends in high places. We
can tap into vast databases of gene sequences,
gene expression patterns, biochemical interac-
tions, the published literature, and more—so we
know the identities of genes, where they go and
when, whom they talk to, and what’s being said
about them. But we face the same problem as
less benevolent police states: How can we (and
should we?) use unreliable, disparate intelli-
gence databases to learn what genes are actually
doing? On page 1481 of this issue, Zhong and
Sternberg (2) report the development of an inte-
grated database system that predicts genetic
interactions in the model worm Caenorhabditis
elegans, marking a step toward total information
awareness in genetic analysis.

A genetic interaction is one of the more sub-
tle clues that geneticists use to tease apart the
mechanistic details of a biological system. Two
genes A and B “genetically interact” when the
phenotype generated as the result of mutations in
both genes (double mutant ab) is unexpectedly
not just a combination of the phenotypes of the
two single mutants a and b. A genetic interaction
is called “suppression” when the phenotype of
double mutant ab is more normal than expected
and “enhancement” when the mutant ab pheno-
type is more defective than expected. An “inter-
action” is thus a logical one between genes, not
necessarily a physical one between gene prod-
ucts, and there are many possible mechanistic
explanations for it (see the figure). By them-
selves, genetic interactions are usually not
enough to infer how a biological process works.
Rather, genetic interactions are used to identify
additional genes that might play a role in a
process of interest.

One classic example is from studies of the
development of the fruit fly eye (3). The pheno-
types of flies with single-gene mutations had

revealed two important genes, sevenless and
boss (encoding a receptor and its cognate ligand,
respectively), that function at an early stage of a
signaling pathway, directing one cell type (R7) to
become a photoreceptor. The genes encoding
the rest of the signaling pathway remained
unknown. One possibility was that the pathway
was an essential shared subsystem—so impor-
tant elsewhere in the fly that any mutations in
genes of the pathway would be lethal. An elegant
screen was crafted, using a weak mutation of the
sevenless gene, to make R7 cells uniquely sensi-
tive to small perturbations in the signaling path-
way; weak mutants in other essential genes of the
pathway might then produce defective R7 cells
but not kill the flies. This approach worked, and
seven essential genes involved in the signaling
pathway were identified. The genes turned out to
be components of one of the fundamental signal-
ing pathways in biology, the Ras/mitogen-
activated protein kinase (MAP kinase) cascade.

Many genetic interaction screens involve
hypothesis-driven detective work. Only the sim-
plest screens lend themselves to the assembly
lines of modern high-throughput biology. Zhong

and Sternberg aim to augment the geneticist, not
replace him, by focusing attention on specific
suspects predicted by integration of other types
of high-throughput data. Recent technologies
for targeted disruption of gene function (such as
RNA interference) allow a geneticist to test
specific pairs of genes quickly, instead of having
to mutagenize and screen the entire genome.

Informative genetic interactions are expected
to involve genes that are expressed at the same
time and place (or coexpressed), that might phys-
ically interact, and that might show a similar phe-
notype when mutated individually. Zhong and
Sternberg therefore integrated systematic data
sets of C. elegans for gene expression, physical
interaction of gene products, and functional anno-
tation curated from the literature. However, these
worm data sets are far from complete. A crucial
part of the authors’strategy is that not only do they
use C. elegans data sets, they also integrate com-
parable data sets from two other major genetic
model systems, the fruit fly Drosophila melano-
gaster and the yeast Saccharomyces cerevisiae.
Many homologous genes function similarly in
worms, flies, and yeast, so data sets from one

A comprehensive genetic interaction map of
C. elegans can be derived from a database of
information about C. elegans genes, proteins
and their interactions, augmented with similar
data from Drosophila and yeast.

Total Information Awareness
for Worm Genetics
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A genetic interaction, but what kind? Suppose that two genes encode products A and B (diamond shapes)
that are involved in certain cellular functions (colored circles). What if mutations in both genes (double
mutant, resulting in altered products a and b) show an unexpectedly strong visible phenotype relative to
either single-gene mutation by itself? This would be considered genetic enhancement, but we don’t know
immediately what the relationship is between the products of normal genes A and B. (Top) The two genes
could act in redundant, parallel pathways. (Middle) They could encode subunits of a physical complex that
tolerates loss of one subunit, but fails to produce an effect upon losing both. (Bottom) The gene products
might have nothing special to do with each other, but both defects produce a synergistic side effect, such as
a cellular stress response, that is overwhelmed by the loss of both genes. Thus, there are many possible mech-
anistic explanations for the genetic enhancement that is observed.
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species should be partially informative for other
species. All this information is weighted and inte-
grated by a standard statistical classifier (linear
regression), trained on examples of known  pairs
of interacting C. elegans genes.

Does it work? Zhong and Sternberg test pre-
dicted interactions generated by this approach
for two genes known to function in two different
signaling pathways: the let-60/ras gene in the
MAP kinase signaling cascade, and the itr-1gene
that encodes an inositol 1,4,5-trisphosphate
receptor. Using RNA interference to create
worms with simultaneous defects in both genes,
they looked for either enhancement or suppres-
sion relative to single–gene defect phenotypes.
They confirmed 12 of 49 novel predicted inter-
actions for let-60/ras, and 2 of 6 for itr-1. The
phenotypes they score are quantitative and far
from obvious, such as the worm’s pharynx
pumping rate of 200 times a minute instead of

180 times a minute. This points to an advantage
of focusing on a short list of suspects—it would
be heroic to detect such small phenotypic effects
in a genomewide mutagenesis screen.

Mind you, Zhong and Sternberg would likely
be the first to tell you that it’s not rocket science
to guess that two C. elegans genes might show a
genetic interaction if they are coexpressed, have
similar mutant phenotypes, and have homologs
that are already known to genetically interact in
another organism. The difficulty is not making
predictions from the available data—the diffi-
culty is knowing the data are available. Humans
lack the time and patience to manually cross-cor-
relate huge genomic databases across several
model organisms. Integrative database analysis
augments our strong deductive ability by making
up for our limited informational bandwidth.

Zhong and Sternberg have made lists of pre-
dicted genetic interactions for every gene in C.

elegans available at their Web site (4). Worm
geneticists will soon be perusing the lists for
their favorite genes. We can expect the same
computational technology to be applied to the
other model genetic systems, now that Zhong
and Sternberg have provided such a clear
demonstration of its potential. Someday soon, a
Drosophila geneticist will download a list of
genes that might interact with a favorite wing-
development gene—a new and happier kind of
“no-fly list” produced by database integration
technology.
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The growing problem of antibi-
otic resistance has inspired
myriad studies of antibacterial

agents and their biosynthesis in recent
years. Surprisingly, despite its world-
wide use as a food preservative for
more than four decades, the antibiotic
nisin has not induced widespread bio-
logical resistance (1–4), making its
biosynthesis particularly intriguing. 

Nisin (see the figure) belongs to
the family of lantibiotics, ribosomally
synthesized antimicrobial peptides
that are unusual in the extent and
novelty of their posttranslational
modifications. Their common struc-
tural feature is lanthionine—two ala-
nine amino acids that are covalently
cross-linked by a thioether linkage. Lanthionine is
required for the function and stability of a cyclic
peptide architecture (1). The prototypical lantibi-
otic is nisin, a 3.4-kD peptide secreted by the
Gram-positive bacterium Lactococcus lactis
(1, 2). Nisin binds to lipid II, a bacterial cell wall
precursor, and consequently forms pores in the
plasma membranes of Gram-positive bacteria.
Membrane permeabilization accordingly results
in cell death. Nisin exhibits nanomolar potency
against a wide range of Gram-positive bacteria,

including those that cause botulism and listeriosis
(3, 4). L. lactis itself escapes the toxic effect of
nisin by the action of specific immunity proteins.
The study by Li et al. (5) on page 1436 of this
issue marks an important advance in our under-
standing of nisin biosynthesis. The authors report
the crystal structure of nisin cyclase and provide
compelling evidence that this zinc enzyme cat-
alyzes five distinct cyclization reactions to gener-
ate the five thioether rings of nisin. Even though
these thioether rings vary dramatically in size and
shape, a hallmark of nisin cyclase catalysis is the
exquisite regiochemical and stereochemical con-
trol over each thioether ring-forming reaction. As
a versatile template for catalysis, nisin cyclase is
sufficiently promiscuous to chaperone each of

five distinct cyclization reac-
tions, but it is also sufficiently
stringent to disallow nonproduc-
tive cyclization reactions.

The structure of nisin cyclase
illuminates fascinating aspects
of the cyclization mechanism,
which requires the intramolecu-
lar addition of a cysteine thiolate
to the α,β-unsaturated bond of
either 2,3-didehydroalanine or
(Z)-2,3-didehydrobutyrine in a
Michael-type reaction to gener-
ate each of the five rings of
nisin. Thiol coordination to the
active-site zinc ion activates each
cysteine for nucleophilic attack,
a catalytic strategy shared with

other zinc enzymes such as farnesyl transferase
(which catalyzes the addition of a farnesyl
moiety onto cysteine residues of certain proteins)
(6, 7). The authors propose that conserved
residues His212 and Arg280 in nisin cyclase func-
tion in the deprotonation of the cysteine nucle-
ophile and the protonation of the enolate interme-
diate in the ring-forming reaction. Given its rela-
tively weak acidity (pKa of ~12.5), it is unusual for
the guanidinium group of arginine to be consid-
ered in acid-base catalysis at physiological pH.
Unless its pKa were perturbed, the energetic cost
of arginine deprotonation could compromise its
potential catalytic utility. However, compelling
results with certain enzymes implicate arginine
residues in acid-base catalysis (8), so further stud-
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Five golden rings. The peptide antibiotic nisin contains extensive and unusual post-
translational modifications, the most notable of which are five thioether rings of
varying sizes and conformations. A single enzyme, nisin cyclase, utilizes a zinc ion to
activate five cysteine thiol groups in the dehydrated prenisin substrate for sequential
nucleophilic addition reactions that generate the five thioether rings of nisin.
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The antibiotic nisin bears five rings of different
sizes in its structure. The enzyme that catalyzes
the five distinct cyclization reactions is flexible,
yet stringent, enough to form each ring in the
correct order and conformation.
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ies of nisin cyclase are clearly warranted to
pinpoint the catalytic importance of Arg280.

An equally surprising result emanating from
the nisin cyclase structure (5) is the unexpected
resemblance of its double α-barrel topology to
that of farnesyl transferase (7) and of terpenoid
cyclases such as squalene-hopene cyclase (9) and
lanosterol synthase (10), despite low amino acid
sequence identity (see the figure). The enzymes
of terpene metabolism catalyze strikingly differ-
ent chemical reactions using hydrocarbon
isoprenoid substrates, yet they bear noteworthy
structural and functional similarities with nisin
cyclase. Farnesyl transferase uses a zinc-acti-
vated substrate thiolate for nucleophilic attack
at farnesyl diphosphate (6, 7). The terpenoid
cyclases serve as stringent templates that enforce
the folding of a long, flexible polyisoprenoid sub-
strate in the conformation required for the proper
sequence, regiochemistry, and stereochemistry
of multiple carbon-carbon bond–forming reac-
tions—just as nisin cyclase serves as a stringent
template that enforces the folding of a long,
flexible peptide substrate in the conformation
required for the proper sequence, regiochemistry,
and stereochemistry of multiple carbon-sulfur
bond–forming reactions. However, the ring-
forming reactions catalyzed by a
terpene cyclase occur in a multistep
carbocation-mediated cascade initi-
ated by a single enzyme-substrate
complex, whereas the ring-forming
reactions catalyzed by nisin cyclase
occur sequentially. That is, the substrate must
shift in the enzyme active site to activate each
cysteine residue, one at a time, for thioether
ring formation. Thus, biosynthetic fidelity and
promiscuity must be balanced in the nisin cyclase
active site to accommodate the regiochemical
and stereochemical requirements of multiple
substrate-binding modes, much as fidelity and
promiscuity appear to be balanced in the terpene
cyclase active site to accommodate multiple
carbocation intermediates in catalysis (11).

The occurrence of double α-barrel protein
folds among disparate cyclases suggests that this
particular fold lends itself to facile evolution and

optimization as a template for complex cycliza-
tion reactions in biology. Another variation of the
α-helical fold is found in terpenoid cyclases that
generate smaller hydrocarbon products in the
biosynthesis of menthol and the anticancer drug
paclitaxel (taxol) (11). Future studies of these
systems promise to exploit biosynthetic promis-
cuity and fidelity in cyclization reactions using

natural and unnatural (12) substrates in the
never-ending search for blockbuster antibiotics.
Such studies may well prove the five thioether
rings of nisin to be golden indeed.
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Nisin cyclase Farnesyl transferase Lanosterol synthase

Unexpected company. Nisin cyclase, farnesyl transferase, and the C-terminal domain of lanosterol synthase (a
terpenoid cyclase), share similar double α-barrel folds (Protein Data Bank accession codes 2G02, 1KZO, and
1W6J, respectively) despite their lack of amino acid sequence similarity.

Whenever one object collides with
another, the objects can merely
bounce off each other like billiard

balls, or they can undergo some process of
change and interaction (for example, a chemi-

cal reaction). The probabil-
ity for such an interactive

or reactive process to
occur sometimes varies

rapidly as a function of
collision energy. Observing

these sharp variations, known as resonances, is
the most common way to detect short-lived
intermediates in nuclear and particle physics.
In the world of atomic and molecular physics,
however, resonances are rarely observed, prob-
ably owing to the higher density of energy lev-
els of the target system (which would smear
out any resonance) and the experimental diffi-
culty of obtaining sufficient velocity and angle
resolution of the reactants and scattered prod-

ucts. It is very exciting, therefore, to see the
observation of resonances in the reaction F +
H2 → HF + H, reported by Qiu et al. (1) on
page 1440, and the photodissociation of
formaldehyde, reported by Yin et al. (2) on
page 1443 of this issue. Such resonances may
give us deep insight into how various elemen-
tary chemical steps actually occur. In each
study, the intimate interplay between theory
and experiment is needed to clarify what is
actually happening. 

The first report of a scattering resonance in
atoms was the observation by Schulz of a sharp
change in the intensity of electrons transmitted
through helium atoms (3, 4). The incoming
electron excites one of the two electrons of
helium from its 1s orbital to a 2s orbital and then
remains bound to the excited helium atom,
forming a temporary helium negative ion.
Below the energy threshold for promoting the
helium 1s-to-2s transition, the temporary bound
state can only decay by having the helium atom
return to its (1s)2 ground state, allowing the
other electron to escape. Above this threshold,
the temporary bound state of the helium nega-

Resonances—sharp changes in behavior when particles interact—in chemical reactions can reveal
the vibration and rotation of reactants and products. This approach has been applied to the 
dissociation of formaldehyde and the reaction of fluorine with hydrogen.
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tive ion can also decay by having the electron
escape while leaving the helium atom in its
excited 1s2s electron configuration. The first
decay mode is into a channel that hardly over-
laps with the decaying state, whereas the second
decay mode is into a channel with a much larger
overlap. Consequently, the decay probability
increases dramatically as the collision energy of
the electron passes through threshold, an effect
that is indicated by the width of the resonance as
a function of the electron collision energy. Soon
after Schulz’s work with helium, the same type
of phenomenon was observed in the scattering
of electrons from molecules. 

Scattering resonances might be regarded as
rather esoteric, of intense interest to those who
study simple atoms and molecules in isolation
but of little relevance to living processes. This
perception would be quite false. For example,
most of the energy deposited in living cells by
ionizing radiation causes the production of
secondary electrons. These electrons, even at
energies insufficient to trigger ionization,
induce breaks in single- and double-stranded
DNA, which are caused by rapid decays of
transient molecular resonances localized on
the nitrogen-containing bases of DNA (5).

A molecule is a collection of nuclei held
together by electrostatic attraction. A bound sys-
tem of N nuclei can vibrate in 3N – 6 different
ways (normal modes) in which the system’s cen-
ter of mass remains fixed while all nuclei move
with the same frequency but in general with dif-
ferent amplitudes. Some of these motions are
along the reaction coordinate—that is, they are
directed from reactants to products—whereas
many other motions do not couple to the reac-
tion coordinate (see the figure). Energy in these
noncoupled modes cannot be used to surmount
the barrier that commonly separates reactants
from products, and the system must wait some
time (the decay time of the resonance) for its

energy to redistribute itself and find its way to
modes along the reaction coordinate for the col-
lision partners to separate. 

In the photodissociation of formaldehyde,
CH2O, the reaction products are HCO and H as
well as CO and H2. For the H2 + CO channel,
the H2 molecule can be formed directly or it
can result from the frustrated escape of the H
and HCO fragments (6). In the latter case, the
H and HCO partners fail to separate because
part of the energy is tied up in vibrational
motion of the HCO fragment, which does not
couple to the H-HCO coordinate. The loosely
bound H atom then bounces around in the
attractive potential of the complex until it
comes close enough to the H-end of HCO to
pull off this H atom, yielding hot (vibrationally
excited) H2 and cold CO. This wandering
behavior of the light H atom followed by the
production of internally excited H2 closely
resembles what has been observed in the reac-
tion of H + HBr → H2 + Br (7). Two different
pathways can yield the H + HCO fragments.
One of them is on the barrierless ground-state
singlet potential energy surface (S0) for which
the two electron spins on H and HCO are
paired, and the energy is distributed statisti-
cally among the different vibrational and rota-
tional motions of the products. The other is on
the low-barrier triplet-state potential energy
surface (T1) for which the electron spins are
unpaired, resulting in more impulsive dynam-
ics that directs the energy into the separating
photofragments in a distinctly nonstatistical
manner. The combined experimental and theo-
retical studies by Yin et al. represent a major
step forward in our understanding of how this
simple molecule is decomposed by radiation to
yield photofragments having so many dis-
parate attributes. The coupling of electronic
and nuclear motions in which more than one
potential energy surface is accessed is particu-

larly striking. Even for this relatively small
molecule, breaking up is never easy.

The F + H2 reaction, made famous by the
pioneering crossed molecular beam experi-
ments of Lee and co-workers (8), is of practical
importance as the driver for the powerful
infrared HF chemical laser. Qiu et al. fire a
pulsed beam of F atoms at a pulsed beam of
molecular hydrogen that is prepared almost
exclusively in its vibrationless, rotationless
ground state H2(v = 0, J = 0) (where v is the
vibrational quantum number and J is the rota-
tional quantum number). The resulting H-atom
products are detected by converting them to
high-lying atomic Rydberg states. By measur-
ing the velocity distribution of the H atoms, it
is possible to extract the corresponding vibra-
tional-rotational internal state distribution of
the HF products from conservation of energy.
Moreover, the H atoms can be detected at dif-
ferent laboratory scattering angles, allowing
the center-of-mass angular distribution of the
HF products to be obtained. Qiu et al. find a
pronounced forward-scattering peak for the
HF(v = 2) product, where forward means in the
same direction as the incoming F atom—a
result never observed before for this bench-
mark reaction system. This feature shows a
rather abrupt change with collision energy,
which is attributed to the trapped motion in the
H-HF(v = 3) vibrationally adiabatic potential
energy surface before the opening of this chan-
nel. The authors suggest that both a ground-
state and a first-excited-state van der Waals
resonance in the exit channel constructively
interfere to account for the observed behavior.
This work is one of the most striking examples
of the existence of resonances in a heavy-parti-
cle collision system. 

Why study more resonances in reaction
dynamics? They surely exist, as shown quite
convincingly for the F + HD →HF + D reaction

Reactants

Reactants

ProductsProducts

Over the top. In a bimolecular reaction, the transformation of reactants to
products resembles a hike over a mountain pass (top-down view at left, three-
dimensional view at right). The minimum-energy path (blue curve) is referred
to as the reaction coordinate. In a resonance (red curve), relative motion of
the colliding reactants becomes temporarily converted into internal motion of

the collision complex not directed along the reaction path. This quasi-bound
state persists until energy reflows into relative motion along the reaction coor-
dinate. The drawings are very simplified—four dimensions are needed to por-
tray accurately the motion, three for the internal degrees of freedom and one
for the energy. 

PERSPECTIVES

http://www.sciencemag.org


system (9). The answer is that resonances reveal
the quasi-bound levels of the reaction complex
with unique clarity. Until we are able to deter-
mine more confidently what theoretical appro-
ximations can be trusted, we need the close
interplay between theory and experiment to
help us understand how elementary chemical
processes take place. 
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Huntington’s disease, Parkinson’s disease,
Alzheimer’s disease, and amyotrophic
lateral sclerosis—these neurodegenera-

tive disorders are among many inherited diseases
that have been linked to genetic mutations that
result in the chronic aggregation of a single spe-
cific protein. Cellular and animal models of
these disorders are consistent with
misfolded conformers, oligomers,
and/or aggregates of the proteins
huntingtin, α-synuclein, amyloid-β
peptide, and superoxide dismutase-
1 as the respective toxic culprits
of these late-onset degenerations.
What has been puzzling about
the progression of each of these
diseases is the perturbation of a
wide range of cellular pathways
(transcription, energy metabolism,
microtubule transport, synaptic funct-
ion, and apoptosis, among others),
and this collective dysfunction of
processes has also been proposed to
underlie the pathogenesis of these
diseases. Could a single “aggrega-
tion-prone” protein wreak so much
havoc? A report by Gidalevitz et al.
on page 1471 of this issue (1) has
questioned whether there might be a
general mechanism by which an
aggregation-prone protein can have
so many cellular effects.

The mutations that cause
polyglutamine (polyQ) diseases,
including Huntington’s disease
and a number of spinocerebellar
ataxias, result in the expansion of
a tract of glutamine residues to a
length beyond a threshold of gen-
erally 35 to 40 glutamines, render-

ing the protein in which the tract is harbored
as pathogenic. This correlates with a dramatic
increase in the rate at which the polyQ tract
can self-assemble into fibrillar aggregates
(2). Morimoto and colleagues have previ-
ously used the nematode Caenorhabditis ele-
gans to model polyQ disease by expressing

pathogenic and nonpathogenic polyQ pep-
tides that are fused to yellow or green fluores-
cent proteins in muscle (3) and neuronal (4)
cells. Fluorescent polyQ aggregates and a
corresponding phenotype were observed in
worms expressing pathogenic polyQ, whereas
nonpathogenic peptides had no effect. 

Proteins prone to aggregate in cells have
been linked to neurodegenerative diseases.
As cells try to eliminate such aggregates, other
misfolded proteins may go undetected, making
the cell susceptible to their toxic effects.

One Misfolded Protein Allows
Others to Sneak By
Gillian P. Bates
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Genome: polymorphic

variation/harmless mutations

Mild folding variants

Genome: polymorphic

variation/harmless mutations

and

a single severe mutation

Mild folding variants

Overwhelms 

protein folding/

protein clearance 

quality control 

Chronic aggregation-

prone protein
Toxic effect Disease

Misfolded proteins

Dysfunction in

diverse cellular

pathways

Cellular protein folding/

protein clearance quality control

Folded proteins Normal cellular function

The global consequences of an aggregation-prone protein on cellular protein folding homeostasis. (Top) Under
normal physiological conditions, polymorphisms in genes can result in the expression of proteins that are mild folding
variants that are correctly folded or cleared out of the cell by protein quality control mechanisms. (Bottom) In the pres-
ence of a chronic aggregation-prone protein such as those associated with neurodegenerative diseases, the protein fold-
ing and clearance process becomes overwhelmed. Proteins that are normally innocuous are no longer correctly folded,
leading to dysfunction in a diverse set of cellular pathways. In turn, these structurally and functionally unrelated proteins
generate a positive feedback loop and exacerbate the misfolding of the aggregation-prone protein, thereby acting as mod-
ifiers of this process.

PERSPECTIVES

http://www.sciencemag.org
mailto:gillian.bates@genetics.kcl.ac.uk


1386

To uncover the cellular consequences of the
chronic expression of an aggregation-prone pro-
tein, Gidalevitz et al. used functionally unrelated
temperature-sensitive mutations and selected the
polyQ worm as a model of a protein conforma-
tion disease. Such mutations are highly depend-
ent on their cellular environment and do not dis-
play a phenotype at a “permissive” temperature.
However, when the temperature is raised to
become “restrictive,” they cause disturbances in
the folding of their host protein, with deleterious
consequences. The phenotypes of the tempera-
ture-sensitive mutants chosen for this study are
rarely observed at 15°C but are present in more
than 95% of the worms at 25°C, and they include
early embryonic and larval lethality, slow
movement in adults, abnormal body shape, and
an egg-laying defect. These temperature-sensi-
tive strains were crossed to worms that express
either polyQ40 (pathogenic) or polyQ24
(nonpathogenic) in muscle cells. The specific
temperature-sensitive phenotype was exposed
in worms expressing pathogenic polyQ40, but
not polyQ24, at 15°C. One of these temperature-
sensitive strains (UNC-15) has a mutation in the
homolog of paramyosin, a muscle structural pro-
tein, which at 25°C forms paracrystalline struc-
tures that are quite distinct from aggregates of
proteins with a polyQ tract. In the presence of
pathogenic polyQ40, UNC-15 animals formed
these paracrystalline structures at the permis-
sive temperature. The expression of pathogenic
polyQ40 thus disturbed the global balance of pro-
tein folding quality control in the muscle of these
animals and exposed the phenotypes of distinct
temperature-sensitive mutations at the permis-
sive temperature. Gidalevitz et al. showed that

this phenomenon extends to the expression of
pathogenic polyQ in neuronal cells and that its
effect on the mutant phenotype reflects specific
molecular interactions within a cell type rather
than an overall decrease in the fitness of the
organism. Therefore, the chronic expression of
polyQ40, an aggregation-prone protein, can
compromise the function of many structurally
and functionally unrelated proteins. 

The authors further questioned whether the
misfolding of a temperature-sensitive protein
could in turn enhance the misfolding of the
polyQ-containing protein. They found that aggre-
gation of pathogenic polyQ40 at the permis-
sive temperature dramatically increased when
worms also harbored a temperature-sensitive
mutation in genes encoding either paramyosin or
the small GTP-binding protein ras. The muta-
tions in these genes have no adverse effects under
normal physiological conditions, yet they sub-
stantially enhanced the aggregation of the polyQ-
containing proteins. This demonstrates that mild
folding variants in proteins that are not involved
in protein folding or clearance pathways can
behave as modifiers of pathogenic polyQ pheno-
types and toxicity. 

This work indicates that the chronic expres-
sion of a misfolded protein can upset the cellular
protein folding homeostasis under physiological
conditions. These results have implications for
pathogenic mechanisms in protein conforma-
tional diseases. The human genome harbors a
load of polymorphic variants and mutations that
might be prevented from exerting deleterious
effects by protein folding and clearance quality
control mechanisms in the cell. However, should
these mechanisms become overwhelmed, as in a

protein conformation disease, mild folding vari-
ants might contribute to disease pathogenesis by
perturbing an increasing number of cellular path-
ways (see the figure). Therefore, the complexity
of pathogenic mechanisms identified for protein
conformation diseases could in part result from
the imbalance in protein folding homeostasis.
These folding-defective proteins may in turn
compromise the overall folding capacity of the
cell and act as genetic modifiers of disease. In the
case of Huntington’s disease, this may contribute
to the 40% of the variance in age of onset that is
not attributed to polyQ repeat length but to genes
other than the HD gene (5) and to the wide varia-
tion in disease presentation between individuals
with the same polyQ mutation. In a genetic
screen of the worm, Nollen et al. identified close
to 200 genes with diverse functions that could
modify polyQ protein aggregation (6). As genetic
modifiers of Huntington’s disease and other pro-
tein conformation diseases are identified, it will
be intriguing to test whether they too can have an
impact on protein homeostasis. 
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As any high-school biology text will explain,
eukaryotes have separate nuclei and other
organelles and thus possess a more com-

plex level of cellular organization than the simpler
prokaryotic archaea and bacteria. Eukayotes form
a large group that include some algae, protists,
fungi, plants, and animals. We also know that the
origin of animals followed the appearance of their
eukaryotic ancestors by more than a billion years.
The existence of such a long interval between the
advent of complex cells and the advent of com-

plex organisms remains a fascinating and funda-
mental puzzle in the history of Earth and life. The
first fossil evidence for ancestral animals is found
in strata from about 575 million years ago (1, 2),
and recent analyses of molecular clocks suggest
that the genetic divergence of animals occurred
only 50 million years or so earlier (3). Animals
emerged in a period of Earth history characterized
by extreme climatic shifts and profound develop-
ments in biogeochemical cycles. During the
Neoproterozoic (850 to 544 million years ago)
there were three global glaciations, and toward the
end of that interval geochemical evidence sug-
gests increased oxygenation of Earth’s atmos-
phere. On page 1446 of this issue, Kennedy et al.

(4) propose that weathering processes on land,
perhaps accelerated by the expansion of an early
terrestrial biosphere, helped create conditions
suitable for the emergence of animals. 

The temporal correspondence between dra-
matic environmental change and the appearance
of early multicellular animals (metazoans) has
led many scientists to propose that the evolution-
ary changes were a consequence of either new
environmental pressures, or the relaxation of a
previous environmental constraint. Increased
atmospheric oxygen in the late Proterozoic is
one such candidate. The appearance of large ani-
mals more than half a meter in diameter by about
560 million years ago itself suggests a strong

A billion years separated the advent of
one-celled eukaryotes from that of
multicellular animals. This rise of the animals
may have been triggered by increases in
atmospheric oxygen resulting from mineral
weathering accelerated by ancient soil biota.
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Emergence of Animals
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constraint on atmospheric oxygen
levels. Many years ago Runnegar
(5) used physiological modeling
to demonstrate that unless these
very early animals had unexpect-
edly sophisticated circulation sys-
tems, they would require oxygen
levels not very different from that
of the modern atmosphere. 

We have no direct paleo-
barometer for atmospheric oxy-
gen during the deep past, and so
levels must be inferred indirectly.
Evidence from carbon- and sul-
fur-isotope data (6–8) implies
that oxygen levels rose substan-
tially during the Ediacaran period
(recently formally defined as the
interval between the end of the
Marinoan glaciation at about 635
million years ago and the base of
the Cambrian period at 544 mil-
lion years ago). If so, what was it
about Earth history in this
unusual period that led to higher
oxygen levels, which may have
both spurred and been driven by
radical evolutionary diversifica-
tion? Enhanced burial of organic
carbon appears to be part of the
answer. Photosynthesis produces
oxygen as a by-product of carbon fixation. Almost
all of the oxygen is consumed by respiration, but
some organic carbon is buried in sediments and so
is protected from reoxygenation, allowing a corre-
sponding quantity of O2 to accumulate in the envi-
ronment. If production of free oxygen exceeds the
rate at which it is consumed by other sinks such as
the oxidation of sulfur and iron and the destruction
of “old” organic carbon present in ancient sedi-
ments as kerogen, then the partial pressure of
oxygen in the atmosphere (pO2) will rise. Simple
enough, but this further begs the question as to
“why.” What events may have tipped the balance of
the carbon cycle toward increased sequestration of
organic carbon in sediments and consequent accu-
mulation of O2 in the atmosphere? 

Kennedy et al. propose a novel hypothesis
that links a change in terrestrial weathering
regimes, driven by the expansion of a primitive
land biota, with enhanced burial of organic car-
bon. They note that, in modern sediments, most
(90%) organic carbon is adsorbed to the surface
of soil-formed (pedogenic) clay minerals, fine
alumino-silicate particles with high reactive sur-
face area produced by chemical weathering in
soils. It has long been noted that Precambrian
sediments appeared to be composed of less-
weathered materials than younger sediments,
suggesting a long-term shift in terrestrial weath-
ering processes, but there had been no recent
attempts to address this issue systematically.
Kennedy et al. have now done so by measuring
the ratio of pedogenic clays to “detrital” clays

(essentially mechanically finely ground rocks
that have much less ability to sequester carbon)
in sedimentary rocks from 775 to 525 million
years ago. They found a marked increase in
pedogenic clay content during this interval, sug-
gesting that soil-forming processes evolved over
the same time. The increased clay content should
have facilitated the preservation of organic car-
bon in sediments, leading to enhanced oxygen
production. The authors propose that the expan-
sion of primitive soil biota was responsible for
greater production of pedogenic clays. Today
pedogenic processes leading to clay formation
are greatly accelerated by plants, fungi, and other
soil biota. The origins of terrestrial ecosystems
are not well understood, but clearly extend into
the Proterozoic. Molecular divergence data have
suggested that ancestral fungi diverged about 1
billion years ago, and vascular plants nearly 700
million years ago (9), but no fossil examples had
been recognized before the Ordovician period
(~460 million years ago). The recent report of
ancient fungae from the same Chinese sediments
that contain the earliest evidence for metazoans
(about 580 million years ago) greatly extends the
terrestrial fossil record and supports the idea that
there were land biota that could have enhanced
weathering processes in the late Proterozoic (10). 

Additional evidence for a change in weather-
ing processes may come from the record of
the isotopic composition of strontium in the
Neoproterozoic oceans, a period during which
the 87Sr/86Sr ratio increased dramatically (see the

figure). The major cause was the formation of the
Pan-African mountain ranges, which metamor-
phosed and uplifted crust through extensive
regions of Africa, South America, and elsewhere.
As with the Himalayan mountain formation, such
disturbance led to an increased flux of strontium
with elevated 87Sr/86Sr to the oceans (11). But
there is another, less dramatic but equally impor-
tant facet of seawater strontium history. Before
the mid-Neoproterozoic, marine 87Sr/86Sr values
never reached as high as 0.707, whereas after-
ward they almost never fell below that value.
A gradually decreasing flux of strontium (with
low 87Sr/86Sr) from the mantle to the oceans is
likely one factor, but Kennedy et al. suggest that
87Sr/86Sr ratios record a change in the style and
intensity of continental weathering, as “modern”
pedogenesis facilitated by land biota emerged. If
continental collision events alone are responsible
for imparting high 87Sr/86Sr ratios to the oceans,
why haven’t we seen episodic fluctuations to high
values before 600 million years ago, associated
with known earlier collisions?

Like any novel idea, the scenario proposed
by Kennedy et al. raises as many questions as it
answers. It will be necessary to test how wide-
spread the change in sedimentary clay mineral-
ogy is, because most (but not all) of their data
come from a single basin. Alternative explana-
tions of the strontium-isotope history are cer-
tainly possible. Our knowledge about terrestrial
environments and their inhabitants in the Protero-
zoic remains very limited. And finally, all infer-
ences about Precambrian oxygen levels in the
atmosphere remain just that—we have no good
paleobarometer for pO2 in the ancient past,
although perhaps molecular fossils will one day
provide better constraints, as they have for pCO2.
But, Kennedy et al. pose an intriguing hypothe-
sis that relates the advent of large eukaryotic
organisms in the oceans to the impact of their
eukaryotic cousins on terrestrial weathering
processes. We can hope that time will tell if the
spread of fungi on land helped set the stage for
the spread of animals in the sea.
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A change in weathering. Evolution of the 87Sr/86Sr ratio in seawater
during the Neoproterozoic and Cambrian periods. High ratios gener-
ally indicate greater weathering inputs to the oceans. Weathered clays
have a high surface area and facilitate increased burial of organic
carbon in marine sediments, which in turn could lead to more oxygen
in the atmosphere, creating an environment suitable for the emer-
gence of animals. Time lines at the bottom show the period over which
metazoans and fungi emerged. The black rectangles indicate major
Neoproterozoic glacial intervals.
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The Cassini spacecraft has been touring Saturn’s neighborhood since it entered orbit
there on 1 July 2004. As well as interrogating the giant planet and its filigree rings,
understanding the formation of Saturn’s moons is one of the key goals of the mission.
Saturn has 35 named moons in its family, as well as a plethora of smaller objects hidden
in the rings. The variety of moons is staggering. Some consist of exposed rock; others
are enveloped in thick ice. Some are pock-marked with billion-year-old craters; others
varnished with fresh snow. Cassini’s busy schedule included more than 20 encounters
with Saturn’s moons in the past year, offering but a sampling of these different worlds. 

One of the most curious of all Saturn’s moons is Enceladus. The sixth largest
saturnian satellite—although at a mere 504 km across, its width is smaller than that of
Arizona or Spain—Enceladus rides in the middle of Saturn’s E ring, a wide and diffuse
blue ring of fine particles. Because this ring lacks the bigger shards characteristic of
ancient satellite smash-ups, astronomers have long suspected that the E-ring particles
emanate from Enceladus itself. 

Earlier Earth-based and Voyager space probe images revealed that Enceladus’
surface is icy and complex. Old cratered terrains butt up against newly resurfaced
smooth ice flows. So Cassini scientists hoped to see signs of recent activity and possibly
ice volcanism. As the papers in this special issue show, their anticipation was rewarded.
In three flybys, in February, March, and July 2005, Cassini trained its instruments on
Enceladus. The first two cruises descended to about 1000 and 500 km above the moon’s
equator. Onboard cameras snapped images of lines of folded mountain ridges and
cracked white ice plains streaked with dark green organic material. The magnetometer
saw signs of ions leaking out from Enceladus’atmosphere, and it localized, in the second
flyby, a strong outflow from the south pole. The trajectory of the third flyby on 14 July
2005 was then adjusted to fly through the emergent gas just 168 km above the south pole. 

The flybys show that Enceladus’ south polar landscape is still active today and is
being resurfaced by cryovolcanism and fresh snowfall. Tidal forces have twisted and
buckled the surface ice, producing long ridges and fractures. At infrared wavelengths,
the south pole actually glows. An underground heat source lies beneath a surface grid of
“tiger stripes”: a parallel set of linear trenches stained with dark organic material. From
these warm vents, water vapor, ice, and dust particles are lofted in a spectacular plume,
like spray from a Yellowstone geyser. Ions are driven further into the atmosphere and out
into the magnetosphere of Saturn itself and the E ring. The rate at which water is being
blown out is enough to replenish not only the E ring but also oxygen throughout the
whole saturnian system. 

So is the mystery of Enceladus solved? Not at all. Finding such active geology on
such a tiny moon is a big surprise. Neptune’s Triton and Jupiter’s Io have ice and sulfur
volcanoes, respectively, but are larger bodies; Europa has experienced plate tectonics but
no current activity is seen there. Yet tiny Enceladus produces a plume large enough to
drench the whole Saturn system. The origin of Enceladus’ internal heating is also still a
major puzzle. To produce the plume, water needs to be boiled off or sublimated. Ammonia
could act as antifreeze but was not detected by Cassini. Does liquid water, or locked-up
ammonia, lie beneath the surface? We may need to wait for future missions to this enigmatic
moon to find out for sure, but Enceladus is definitely on the map. 

– JOANNE BAKER
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Enceladus: Cosmic Gymnast,
Volatile Miniworld
Jeffrey S. Kargel

The exploration of Saturn by the Cassini/Huygens mission has yielded a rich collection of data

about the planet and its rings and moons, in particular its small satellite Enceladus and giant

satellite Titan. Once believed too small to be active, Enceladus has been found to be one of the

most geologically dynamic objects in the solar system. Among the surprises are a watery, gaseous

plume; a south polar hot spot; and a surface marked by deep canyons and thick flows.

I
n Greek mythology, Enceladus was a giant,

but for us it is a saturnian world so small

that its diameter could fit within France or

New Mexico. Enceladus is the subject of seven

Reports and two Research Articles in this issue

on key findings of Cassini_s recent flybys (1–9).

EIn an accompanying Perspective, Kivelson

(10) discusses implications of the findings for

our understanding of the magnetosphere of

Enceladus.^ Observations suggest and theory

permits partial melting, even a subsurface

ocean, but only if Enceladus also is a well-

flexed cosmic gymnast or possesses a special

cold cosmic stew of volatiles.

Just a year ago, Cassini/Huygens revealed

that Saturn_s mega-moon, Titan, has river val-

leys, shorelines, and rounded pebbles shaped by

liquid hydrocarbons (11). We can easily explain

geologic activity on planet-size Titan. More

enigmatic is why an object as small as

Enceladus—now found to be among the most

geologically active objects in the solar system—

also could be so dynamic.

Enceladus spouts a watery, gassy plume (1–4)

with water and gas fluxes similar to those of

Yellowstone National Park_s Old Faithful gey-

ser. With low gravity (1/86 of Earth_s), the plume

spews thousands of kilometers into space from

the geothermally heated south polar region (5).

The possibility of a plume, now confirmed,

has been discussed for a quarter-century since

Voyager and Earth-based observations indicated

a saturnian ring of ice spherules near Enceladus_

orbit. Enceladus_ plume (4) and those of Yellow-

stone are powered largely by gaseous carbon

dioxide. Methane, nitrogen, and propane add to

Enceladus_ emissions (4). Dry ice and a CO
2
-

clathrate–like structure or amorphous equivalent,

and traces of short-chain hydrocarbons, have

been identified in surface water ice (6).

No satellite smaller than Enceladus is known to

be still geologically active.Neptune_smoonTriton,

five times the diameter of Enceladus and almost

200 times as massive, has icy volcanic landscapes,

a nitrogen polar cap, and active nitrogen plumes

(12). Jupiter_s Europa—even bigger than Triton

and possessing a liquid briny ocean (13) and a

floating crust with shifting icy plates, domical

intrusions (14), and erupted deposits of hydrated

salts or acids and ice (15, 16)—has not yielded

any proof of suspected current activity. Uranus_

Miranda—slightly smaller than Enceladus—has

gigantic ice canyons and ice volcanism, but ac-

tivity ceased long ago (17).

Enceladus_ sustained, continuing activity is

indicated by (i) its active plume (1–4); (ii) a

south polar hot spot (5); (iii) amorphous and

crystalline ice possibly just hours to decades old

in some places (6); (iv) a surface ripped by deep

fractured canyons and possible folded ice

mountains comparable to the Appalachians (18)

(Fig. 1, A); and (v) variations in crater density

caused by periodic resurfacing (18–20). Detailed

stratigraphic analysis is needed to unravel the

sequence and causes of geologic events. I suspect

that planetary geologists will eventually settle on

a model of shifting, glacier-like tectonic plates;

this would finally make high-energy tidal heating

unavoidable.

Enceladus_ activity requires a heat engine and

effective utilization of its heat (1, 5, 18, 21). A

water-ice crustal model heated only by radioactive

element decay has a basal temperature far short of

all potential melting and clathrate dissociation

transitions (Fig. 1D). Cranking up heat generation

(e.g., tidal heating) or heat retention (e.g., the

clathrate crustal model) are the only solutions,

although reducing melting points (e.g., with added

ammonia, methanol, sulfuric acid, or chloride

salts) can help (Fig. 1D). Figure 1D shows ther-

mal conductive models for radiogenic heating of a

water-ice crust and of one made mainly of

clathrate hydrates and for tidal heating of an ice

crust. The models show that basal partial melting

of a clathrate shell is plausible (Fig. 1E); so is an

ice-covered, briny, gassy ocean (Fig. 1F).

Calculated from Enceladus_ measured mass

and density (1), the models have a rock core

(radius 169.04 km, density 3000 kg mj3) and

volatile crust 83.26 km thick (density 1010 kg

mj3). The models use temperature-dependent

thermal conductivities of water ice and clathrate

hydrate (22); pressure-dependent melting and

clathrate dissociation; and assumed core heating

by radioactive decay at 90% the rate per kilo-

gram as Earth_s average heat generation, or tidal

heating in the floating shell sufficient to drive a

regional heat flow of 0.25 W mj2 (5).

Enceladus_ methane, carbon dioxide, and ni-

trogen erupting with H
2
O (4) gives a possible

clue that effective heat retention is part of the

heating mechanism. These gases would form

thermally insulating clathrate hydrates (modified

forms of water ice that contain apolar gas mol-

ecules within cages of H
2
O) (22).

The water-dominated gas composition of

Enceladus_ plume (4) is consistent with low-

pressure boiling of an erupted aqueous liquid

(1, 2) that had become gas-saturated at depth (at

least tens of bars pressure) with a mixture of

clathrate-forming gases. Perhaps the source is a

deep, gas-saturated ocean or a deep crustal pocket

of water in equilibrium with CO
2
-dominated,

CH
4
-N

2
–bearing clathrates residing on the sea-

floor above the rock core (Fig. 1, E and F).

The radiogenic heat production of Enceladus,

about 280 MW, may be imparted to the icy shell

from the core by melting 840 kg of ice per sec-

ond, enough to supply the plume; 70 to 90% of

this water probably refreezes at depth or falls

back onto the surface after eruption. If this

melting rate was sustained for 4 billion years, it

could recycle Enceladus_ entire ice mass. Tidal

dissipation—seemingly needed to explain the

south polar hot spot (5)—could help maintain a

deep watery ocean.

Chemical heterogeneity, especially chemical

and rheological layering, not only can increase

tidal dissipation and heat flow, it can also help ex-

plain evidence for possible crustal folding (1, 18)

and heterogeneous geological activity (23). De-

tection of NH
3
would validate a classical model

of the solar nebula and saturnian system (24). It

could also account for low-temperature activity

on Enceladus (1, 18, 19, 21, 25, 26), including

possible cryovolcanism (Fig. 1, A to C). However,

NH
3
has not been identified on Enceladus or on

any other saturnian icy satellite byCassini (1, 4, 6),

though some telescopic studies have revealed

possible weak NH
3
absorptions. The gas-rich

water plume might arise from dissociation of

clathrate hydrates from which ammonia had

been excluded by earlier clathrate formation (27).

If it turns out that NH
3
really is missing,

Enceladus may have started with but then lost its

NH
3
, or hydrothermal circulation may have se-

questered it in rocky ammonium minerals. Cur-

rent volatile emissions—150 to 350 kg/s (2)—

are sufficient to blow off more than one-sixth of

Enceladus_ mass if sustained for 4 billion years.

Ammonia is more volatile than H
2
O, and its

aqueous solutions would erupt more readily than

pure water; NH
3
would be depleted faster than

H
2
O. Though volatile, CH

4
, N

2
, CO, and CO

2

are readily sequestered into stable clathrates
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(22). These gases are not as soluble in water

as ammonia is; thus, an early H
2
O þ NH

3
þ

CH
4
þ CO

2
T N

2
T CO system could evolve

toward clathrate enrichment and depletion of NH
3
.

Enceladus_ active gas plume adds impetus to

an alternative model of Triton_s nitrogen plume,

which had been viewed as a consequence of

solid-state greenhouse heating of surficial ices.

Clathrate decomposition now seems likelier.

Cassini observations of Enceladus also offer

insights into Titan_s interior. Both satellites have

similar uncompressed densities and perhaps

similar compositions. Missing on Enceladus is

Titan_s anoxic atmospheric photochemistry,

which obscures its crust and mantle ices. The

emission of methane in Enceladus_ plume sup-

ports outgassing from Titan_s interior to supply

atmospheric methane (28). The Huygens studies

of the isotopic composition of Titan_s nitrogen

have reinforced an earlier model proposing that

the nitrogen was derived by photochemistry of

a primordial NH
3
atmosphere (28). If NH

3
fails

to turn up at Enceladus, it may be time to

reconsider different nebula chemistry and

accretion models and Titan atmospheric evolu-

tion. Waite et al. (2) make the striking ob-

servation that Enceladus_ plume has a cometlike

volatile composition, but so far sulfurous mole-

cules have not been reported. Sulfur may be

sequestered in the rocky core in the form of

relatively involatile metal sulfides, or sulfur may

have been lost by outgassing of supervolatile

hydrogen sulfide.

Enceladus_ highly reflective frost coating

may have an analog in the bright surface of the

solar system_s recently discovered B10th planet[

(29), suggesting that plume activity may also

occur there. The B10th planet_s[ energy source

could not be tidal, but its large size (larger than

Pluto and Triton) would permit radiogenic heat

sufficient to induce internal melting and vol-

atile degassing despite having the solar sys-

tem_s record coldest surface temperatures.

There seem to be many geological and geo-

physical similarities and some differences be-

tween Enceladus and Jupiter_s larger ice-crusted

oceanic moon, Europa. On Europa, small-scale

diapiric upwellings are common; in contrast,

Enceladus may operate with rarer episodes of

large-scale crustal overturn, a process that can

shed heat but does so as an energy miser com-

pared toEuropa. The existence of some terrains on

Enceladus that are heavily cratered and presum-

ably ancient and other terrains that are uncratered

and still warm further suggests that Enceladus

has operated with intense geologic activity in

some regions, and very little activity elsewhere.

According to adaptations of a model developed

for Europa (23), this could be related to regional

differences in the chemical composition, elas-

ticity, and thermal conductivity of the crust.

Looking to the future of the Cassini mis-

sion, outstanding questions loom. Is there

Fig. 1. Hilly, ridged, and grooved terrains on Enceladus. (A) Mosaic of Cassini images acquired 17 February
2005. The images suggest possible glacier<like flow or a thick, pasty cryovolcanic flow. (B) Prominent ridges
and finer ridge<and<groove topography indicate crustal deformation, including possible flow diversion around
a partly buried hill, which might also be a cryovolcanic cone (inferred flow direction toward lower right). (C)
Another instance of a possible pasty cryovolcanic flow from a possible source in a low hilly area. (D) Thermal
conductive models are described in the text. (E) Possible interior thermal model including a clathrate crust and
radiogenic heating. The model could include basal melting, which might feed the plumes. (F) Possible interior
thermal model relying on tidal heating and using a water<ice crust; CO

2<
clathrate could exist at the bottom of

the ocean, and dissolved gas in the ocean could help drive the water plumes.
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evidence for plate tectonics? Where are the

plumes_ vents, where are the plumes_ sources

in the interior, and how are they driven? Does

Enceladus host hydrated salts or acids, such as

those found on Europa (15, 16)? Where is the

ammonia, or is it truly absent? Is there a briny

ocean, such as Europa_s and other Galilean

satellites_ (13–15)?

If a wet domain exists at the bottom of

Enceladus_ icy crust, like a miniature Europan

ocean, Cassini may help to confirm it. Might it be

a habitat? Cassini cannot answer this question.

Any life that existed could not be luxuriant and

would have to deal with low temperatures, feeble

metabolic energy, and perhaps a severe chemical

environment (16). Neverthess, we cannot dis-

count the possibility that Enceladus might be

life_s distant outpost.
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PERSPECTIVE

Does Enceladus Govern
Magnetospheric Dynamics at Saturn?
Margaret Galland Kivelson

Instruments on the Cassini spacecraft reveal that a heat source within Saturn’s moon Enceladus

powers a great plume of water ice particles and dust grains, a geyser that jets outward from the

south polar regions and most likely serves as the dominant source of Saturn’s E ring. The

interaction of flowing magnetospheric plasma with the plume modifies the particle and field

environment of Enceladus. The structure of Saturn’s magnetosphere, the extended region of space

threaded by magnetic-field lines linked to the planet, is shaped by the ion source at Enceladus, and

magnetospheric dynamics may be affected by the rate at which fresh ions are created.

E
arly in 2005, the Cassini spacecraft passed

Saturn_s moon Enceladus, providing a

wealth of new data on this curious sat-

ellite, as the mission teams report in this issue

(1–9). A tiny moon (diameter È500 km) with

an exceptionally bright icy surface, Enceladus

orbits Saturn at a distance of 4.89 R
S
(where

R
S
is a Saturn radius 0 60,268 km). A textbook

on planetary sciences (10) published shortly

before Cassini_s arrival in the Saturn system

describes it as Bremarkable and enigmatic,[

conjectures that its interior may be partially

liquid, and considers that it may be the source

of particles forming the E ring. Cassini_s

recent discoveries of warm surface features

near the south pole (7) and of an extended

plume of water ice particles and dust (5, 6)

provide insight into the enigma and begin to

resolve the question of the source of the bright

material on the surface, the E ring, and the torus

of neutral O and OH present in Saturn_s inner

magnetosphere (11, 12).

In an accompanying Perspective (13), Kargel

discusses implications of the observations for our

understanding of the interior and physical proper-

ties of Enceladus. The newest discoveries also

provide critical insight into the processes that

drive Saturn_s magnetospheric dynamics.

In particular, the plume ejecta affect local

properties of the magnetospheric plasma, such as

mass density and flow patterns. A magnetized

plasma flowing toward an electrically conducting

moon or a moon surrounded by a cloud of ions

will be slowed and diverted (14, 15). The local

magnetospheric magnetic field, in turn, responds

as if it were frozen into the flowing plasma; the

field strength and plasma density increase in the

regions of slowed flow. Much of the plasma

avoids encounter with the moon; field lines

bow out in response to the diversion of the

flow. Because the plasma slows first near the

moon and only with some delay at locations on

field lines far above and below the moon, the

interaction bends those field lines as if they

were the strings of sling shots draped around

projectiles. With this picture in mind and the

natural assumption that the moon is roughly

spherical, one can predict the form of the mag-

netic perturbations along flyby trajectories in

different parts of the interaction region. The first

flyby (17 February 2005) occurred È1259 km

north of the moon, and indeed, the observed

magnetic perturbations were consistent with the

sling-shot analogy.

On the closer (È497 km) flyby of 9 March

2005, however, the field bent in a direction dif-

ferent from that anticipated for a compact quasi-

spherical moon; as a result, the magnetometer

team concluded that an extended atmosphere

must be present, localized near the south pole. To

test this inference, the altitude of the third flyby

(14 July 2005) was decreased to È168 km. This

optimized pass enabled the remote sensing in-

struments (1, 3, 5, 7, 9) to detect not an atmo-

sphere but a rather narrow plume jetting water

vapor and dust particles (6) above the south

polar regions. The plume originates in the region

of heated and distinctively colored surface linea-

ments referred to as Btiger stripes[ and is the

source of a localized cloud of ions and electrons

(4, 8) whose effects on the magnetic field forecast

its presence. Slowing and diversion of the plas-

ma flow began at a distance of 27 Enceladus radii

(R
E
) from the moon, consistent with a widely

distributed source of neutral material (8).

The particulates that maintain Saturn_s E-ring

properties now can be fully identified. The tra-

jectories and fluxes of dust particles in the plume

appear adequate to maintain the E ring (6). The

ice particles and water-group atoms and mol-

ecules supplement an E-ring source, and through

charge exchange and impact ionization they con-

tinuously supply heavy ions to the inner mag-

netosphere. Tokar et al. (8) estimate a rate of

mass loading (Q100 kg/s) compatible with earlier

estimates based on Hubble Space Telescope

observations (16).

It is also clear that not only Enceladus but

also its plume absorb energetic particles that drift
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toward them. Changes in absorption signatures of

energetic electrons from orbit to orbit suggest that

the outgassing rate of the plume varies on time

scales of days or weeks (4).

With the water ion source in the inner mag-

netosphere better understood, we can think about

how this plasma contributes to magnetospheric

structure and dynamics (Fig. 1). Electromagnetic

forces accelerate the newly ionized material

until it roughly corotates with Saturn, draining

angular momentum from Saturn_s ionosphere.

This rotating plasma exerts centrifugal stress on

its surroundings. Beyond 1.9 R
S
from the spin

axis, the stresses related to rotation dominate the

gravitational force. If the integrated mass of ions

on magnetic flux tubes crossing the equator of

Saturn near the orbit of Enceladus exceeds the

integrated mass of ions on flux tubes crossing

further out, the system is unstable to flux tube

interchange—a process in which mass-loaded

flux tubes change places with less heavily loaded

flux tubes (17). Mass is thus transported outward,

possibly with little effect on the magnetic con-

figuration. The process is analogous to that found

in gravitationally bound atmospheres, wherein a

cold dense element of gas embedded in a hot

tenuous environment at fixed pressure falls

toward the surface. The rotational interchange

process, which spontaneously carries mass out-

ward, is less often described in the magneto-

spheric context, but its signatures have been

identified at Earth (18), Jupiter (19), and most

recently at Saturn (20, 21), where they are found

over a large range of radial distances.

Currents carried in the plasma establish the

magnetic structure of the middle and outer mag-

netosphere. Beyond roughly 10 R
S
, the thermal

energy density (ºp) becomes greater than the

magnetic energy density (ºB2/m
0
), where B is

the field magnitude, m
0
is the permeability of

vacuum, and p is the thermal pressure. Under

these conditions, plasma currents cause the

magnetic field to bulge out radially near the

equator (referred to as ballooning) and the plasma

expands outward, forming a plasma disk (22, 23).

Probably the most puzzling aspect of magneto-

spheric dynamics is that the field configuration

(23) and particle fluxes (24, 25) vary at the plan-

etary rotation period, as does the radio emission

in the kilometric band (26). There is, as yet, no

consensus on how periodicity is imposed by the

rotation of a nearly axially dipole field (27). The

mechanism proposed by Espinosa et al. (28) re-

quires a Bcamshaft[—some anomaly in the inner

magnetosphere that launches outward-moving

pulsed perturbations. (A camshaft is a structure

that converts rotational motion into linear mo-

tion.) The high level of symmetry of Saturn_s

magnetic field, however, made it difficult to

identify the form of the anomaly.

Cassini magnetometer data are consistent with

the camshaft model, with the modulated rate of

outflow of plasma from the inner magnetosphere

possibly linked to varying rates of interchange

and ballooning of the flux tubes linked to dif-

ferent positions around Saturn (29). Modulated

transport would then impose periodicity on both

plasma and field signatures despite the symmetry

of the internal magnetic field of Saturn. Aspects

of this picture relate to the magnetic anomaly

model introduced to describe some Jovian mag-

netospheric processes (30).

Variations of ionospheric conductance at fixed

latitude could arise from high-order multipoles of

the internal field (undetectable at spacecraft

altitudes) or from nonuniform atmospheric struc-

ture. A complete account of the process would

have to explain the source of periodicity and also

the variability of the period of kilometric radio

emissions (labeled as SKR in Fig. 1) over decades

(31, 32). Although many of these specific ideas

have not yet been tested, we can be sure that the

dynamics of Saturn_s magnetosphere are domi-

nated by responses to plasma introduced by

Enceladus.
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Fig. 1. Schematic of Saturn’s magnetosphere showing the plume at Enceladus as the source of plasma
and outflowing plasma on the night side in a region linked magnetically to a region of lower-than-
average ionospheric conductance. Red arrows indicate kilometric radiation emitted from Saturn’s polar
region (SKR). Diagram is not to scale.
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Cassini Observes the Active
South Pole of Enceladus
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T. Denk,6 R. Wagner,7 T. Roatsch,7 S. Kieffer,8 E. Turtle,9 A. McEwen,9 T. V. Johnson,5

J. Rathbun,10 J. Veverka,2 D. Wilson,1 J. Perry,9 J. Spitale,1 A. Brahic,11 J. A. Burns,2

A. D. DelGenio,12 L. Dones,13 C. D. Murray,14 S. Squyres2

Cassini has identified a geologically active province at the south pole of Saturn’s moon Enceladus.

In images acquired by the Imaging Science Subsystem (ISS), this region is circumscribed by a chain

of folded ridges and troughs at È55-S latitude. The terrain southward of this boundary is

distinguished by its albedo and color contrasts, elevated temperatures, extreme geologic youth,

and narrow tectonic rifts that exhibit coarse-grained ice and coincide with the hottest temperatures

measured in the region. Jets of fine icy particles that supply Saturn’s E ring emanate from this

province, carried aloft by water vapor probably venting from subsurface reservoirs of liquid water.

The shape of Enceladus suggests a possible intense heating epoch in the past by capture into a 1:4

secondary spin/orbit resonance.

W
ithin 6 months of entering Saturn orbit

on 1 July 2004 UTC, the Cassini

spacecraft began a year of intense

examination of the major icy satellites of Saturn.

Between 15 December 2004 and 24 December

2005, Cassini executed 21 satellite flybys, in-

cluding 7 flybys with closest approaches within

1500 km. Of all of these, the most eagerly an-

ticipated were those of Enceladus.

At 504 km in diameter, Enceladus orbits be-

tween Mimas and Tethys. A mean motion res-

onancewithDione excites its orbital eccentricity of

0.0047. It has long been known to have peculiar

surface properties, and its visual geometric albedo

of 1.4 (1) makes it one of the brightest satellites in

the solar system, with a reflectance spectrum

dominated by pure water ice (2). Enceladus_

association with the E ring, and the very narrow

size distribution of particles constituting the E

ring, suggested possible present-day venting or

geyser-like activity (3) and subsequent coating of

the moon by E-ring particles. Voyager images

also provided high-resolution (È1 km/pixel)

coverage, primarily of the northern hemisphere

of Enceladus, with some lower resolution obser-

vations extending downward to mid-southern

latitudes, showing that its surface is divided into

morphologically diverse geological provinces that

document a long and complex history (4–6).

Bowl-shaped craters dot the heavily cratered,

oldest terrains; craters elsewhere showed evidence

for viscous relaxation. Other regions displayed

narrow linear ridges with kilometer-scale relief, as

well as fractures overprinting other fractures. The

youngest visible regions appeared smooth. Voy-

ager coverage near the south polar region was

sparse and poorly resolved.

Pre-Cassini studies of Enceladus_ thermal

history and interior structure focused on explain-

ing the viscous relaxation and extensive resurfac-

ing suggested byVoyager images (4). The goal of

previous models was to investigate ways of

producing, at some recent epoch, global interior

temperatures at or close to the water ice melting

point, allowing possible cryovolcanism, subsoli-

dus convection, and near-surface viscous relaxa-

tion of impact structures. Post-Voyager thermal

history studies concluded that it was impossible

to reach the melting point of pure ice under the

current physical conditions (5). However, the

presence of ammonia, which can exist with water

as a eutectic melt at absolute temperatures T È

175 K, was suggested as a means to lower the

temperature (7) and melt the interior (5). Cryo-

volcanic activity driven by water-ammonia be-

came a plausible resurfacing mechanism. Models

invoking Enceladus_ orbital evolution and the

possibility of intense tidal heating in the past have

also been examined Ee.g., (8)^. On the basis of

Voyager-era estimates of the shape of Enceladus,

a 1:3 spin/orbit resonance was postulated as being

capable of producing sufficient present-day heat

to melt the interior (9), although it required that

Enceladus be undergoing a forced libration of

several degrees amplitude.

Cassini flybys. Because of its uniqueness

among saturnian moons, three very close Cassini

encounters of Enceladus were executed in 2005 to

gather information on its physical characteristics,

magnetic and plasma environment, and geologic

activity (if any). The first encounter on 17February

2005 saw approach on the trailing hemisphere and

brought the spacecraft within 1259 km over the

Saturn-facing equatorial region of themoon during

closest approach. This flyby resulted in the first

detection, by the Cassini Magnetometer, of a

tenuous atmosphere around Enceladus distorting

Saturn’s magnetic field lines (10), and confirmed

[by the Visual and Infrared Mapping Spectrom-

eter (VIMS)] a surface dominated by water, with

simple organics and CO
2
coincident with prom-

inent fractures seen in the south polar region (11).

Surface NH
3
was not detected. Imaging Science

Subsystem (ISS) images acquired during this

flyby in both clear and spectral filters (12)

revealed the ‘‘smooth’’ plains seen by Voyager

to be finely fractured.

The second closest approach took place on 9

March 2005, at a distance of 497 km above the

anti-Saturn equatorial region. The magnetic

signature during this flyby confirmed a southerly

atmospheric source of water-ion mass loading of

the plasma around Enceladus.

The third flyby of Enceladus on 14 July 2005

was lowered to a close-approach distance of 168

km (well within Enceladus’ Hill radius of È950

km) to allow high-resolution investigation with

both remote sensing and in situ instruments of

the southern polar environment. Very high res-

olution images of the south polar terrains, as well

as some extremely high resolution images ac-

quired during this event (with image scales as

fine as 4 m/pixel), revealed a landscape near the

south pole littered with house-sized ice boulders,

carved by tectonic features unique to Enceladus,

and almost entirely free of impact craters. Sev-

eral prominent, È130-km-long fractures dubbed

‘‘tiger stripes’’ were seen straddling the south

pole; the region south of È55-S latitude was cir-

cumscribed by an unusual continuous chain of

sinuous fractures and ridges. The Cassini Com-

posite Infrared Spectrometer (CIRS) found the

south polar region to be anomalously warm

(13); comparison of the thermal and imaging

results revealed the highest graybody temper-

atures observed on Enceladus, between 114 and

157 K, to be coincident with the prominent tiger

stripe fractures crossing the south pole (14).

The July encounter produced unequivocal

evidence of a plume of water vapor and small

icy particles emanating from the south polar region

of Enceladus (15–18) (Fig. 1). Surprisingly, the

Ion and Neutral Mass Spectrometer (INMS)
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detected no gaseous NH
3
(16). On the basis of

these findings, very high phase angle, high-

resolution ISS imaging sequences were executed

on 27 November 2005 specifically to examine

the plume over the south pole.

We discuss here the results of analyses of ISS

images of the south polar environment of

Enceladus. Images taken as early as 16 January

2005, images acquired during the February and

July 2005 flybys, and those taken in late No-

vember 2005 have yielded striking visual evi-

dence of many narrow jets of fine icy particles

emanating from the south polar terrain (SPT)

feeding a large plume over the south pole. They

have also yielded indications of extreme geologic

youth in the SPT, morphological evidence of a

change over time in surface stresses in the south-

ern hemisphere, and possible evidence of an

epoch of intense heating in the past. Moreover,

recent Cassini imaging and spacecraft tracking

data, as well as up-to-date dynamical modeling of

the entire Saturnian satellite system, have sub-

stantially improved the accuracy of the Enceladus

mass density, and therefore radiogenic heating

estimates, since the Voyager flybys. Enceladus’

interior is clearly warmer and more dissipative

thanmost previous interior models have predicted.

All these new results have motivated a re-

evaluation of the past and present state of the

moon’s interior, with the seemingly unavoid-

able conclusion that the standard, spherically

symmetric thermal models of Enceladus’ in-

terior do not apply.

South polar terrain. The SPT of Enceladus is

distinguished by its tectonic patterns, youthful

geology, and unusual albedo and color patterns.

The region is disrupted by complex fracture

patterns and separated from the rest of Enceladus

by a continuous sinuous chain of scarps, parallel

ridges, and troughs at È55-S latitude and covers

an area of about 70,000 km2 (about 9% of

Enceladus’ surface; Fig. 2). This boundary is

interrupted in several places by ‘‘Y-shaped’’

discontinuities (Fig. 2, A, B, and D) that taper

northward. These features transition toward the

equator to subparallel networks of north-south–

trending rifts and cracks that are the youngest

features on these terrains (Fig. 2, A and D). The

south-facing openings of the Y-shaped discon-

tinuities confine parallel chains of convex-

northward curved ridges and troughs (Fig. 2, A,

B, and D). ISS stereo images and oblique views

of the confined fold belts show that they are hun-

dreds of meters higher than surrounding terrain.

These curved forms can best be interpreted as

fold belts resulting from horizontal compression.

The interior of the SPT is characterized by a

complex network of cross-cutting fractures. Most

conspicuous is a family of roughly parallel lin-

eaments that we informally term ‘‘tiger stripes’’

(Fig. 3A). ISS images show that the tiger stripes

are linear depressions, typically about 500 m

deep, 2 km wide, and 130 km in length, flanked

on both sides by prominent 100-m-high ridges

(Fig. 2C; Fig. 3, B and C). Darker material ex-

tends a few kilometers to either side. They are

spaced È35 km apart and have similar shapes

and orientations, with strike directions È45- off-

set from the Saturn direction (longitude 0-; Fig.

2A). In the anti-Saturn hemisphere (longitude

180-), tiger stripes often terminate in prominent

hook-shaped bends, but in the sub-Saturn hemi-

sphere, they progressively bifurcate into crudely

dendritic patterns (Fig. 3C).

The spectrophotometry of the SPT is unusual

on Enceladus. At low phase, the bright plains in

between the tiger stripes are È10% brighter than

the average reflectivity of Enceladus (Fig. 3A); the

contrast between these units and the tiger stripes

is È20% and the greatest seen on Enceladus.

These distinct properties may be directly related

to the geologic activity, present-day venting, and

particle fallout ongoing in this region (see below).

ISS broadband spectra of all SPT materials (fig.

S1A) are consistent with a composition of pure

water ice. However, although the very bright in-

terstripe plains show almost flat spectra, indicative

of grain sizes on the order of tens of micrometers

(19) (fig. S1B), the tiger stripes’ spectra show

stronger absorptions consistent with larger grain

sizes ofÈ100 mm. ISSmultispectral measurements

alone do not indicate whether the coarse-grained

ice consists of a surface deposit of È100-mm

particles, boulders composed of coarse-grained

ice crystals, relatively bare outcrops of solid ice,

or some other morphology. Elsewhere on

Enceladus we find coarse-grained icy material,

also in association with pristine fractures, in rather

limited areas on fracture walls. This too may be

exposed solid ice. Narrow deposits of spectrally

distinct icy material that often thread along the

valley floors (Fig. 3B) may indicate icy blocks

that have broken loose from fracture walls. The

Fig. 1. Observations and model results from a suite of Cassini instruments projected onto a polar
stereographic base map of the 30- to 90-S latitude portion of the southern hemisphere of
Enceladus. The flight path of Cassini, marked by seconds from closest approach, during the 11 July
2005 flyby is indicated, along with the locations of the position of the spacecraft when the CDA
particle (15) and INMS vapor (16) counts peaked. The spacecraft altitude at these positions was
È400 km and È250 km, respectively. The contours enclosing the source regions of particles arriving
at Cassini from within the SPT at –50 s and –70 s from closest approach, as modeled by the CDA
experiment, are drawn in green. The single white dot is the intersection with the limb of the path of
g-Orionis seen from the UVIS experiment (17). The contour enclosing brightness temperatures hotter
than 77 K as measured by CIRS is shown in orange; the seven hottest measured locales, A through G,
are shown in yellow (13). The ‘‘look’’ directions for the ISS plume observations on 16 January, 17
February, and 27 November are indicated by arrows.
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tiger stripes have sharp relief and cross-cut all

other fractures in their path. This, together with

their color and coarse grain size, is evidence of

geologic youth.

Most of Enceladus’ bright surface (Fig. 3A) is

likely derived from a covering of fine-grained

regolith that has accumulated over time as a result

of impact comminution, especially by high-

velocity E-ring particles and perhaps sputtering

redistribution. The absence of such a covering on

the tiger stripes is consistent with the inter-

pretation that the tiger stripe material was either

emplaced too recently to have accumulated such

a regolith or has undergone thermal processing

(such as thermal metamorphosis of ice grains) or

both. The high temperatures of the tiger stripes

(13) strongly suggest that warm conditions and

active venting may be responsible for their crys-

tallinity and other spectrophotometric attributes.

The highest resolution images of the SPT, with

nominal image scales of 38 and 3.8m/pixel (Fig. 3,

D and E), show a hummocky or block-covered

surface between trough-like expressions of cross-

ing fractures. The color within this region is a

patchy mixture of bluish tiger stripe material and

whiter ice, and may be a transitional unit. Most

blocks in this unit are between 20 and 50 m

across; a few are as large as 100 m. The high

fraction of the surface covered by the blocks, and

the lack of any craters within tens of kilometers,

suggests a formation mechanism other than crater

ejecta, such as tectonic or seismic disruption of a

highly fractured surface layer. Erosional mecha-

nisms, such as sublimation and particle bombard-

ment, may have further modified them.

The SPT that surrounds and predates the

tiger stripes is morphologically and stratigraph-

ically complex. Local patterns of fractures vary

from straight orthogonal sets, some showing

Fig. 2. (A) Polar stereographic basemap of the SPT
covering latitudes from 0- to 90-S. The basemap also
shows details obtained from the best ISS coverage of
Enceladus’ SPT to date. The circumpolar tectonic mar-
gin that encloses the SPT is marked as solid red lines
where it is well resolved in high-resolution ISS images
and as dashed red lines where it is interpreted from
low-resolution coverage. Blue lines identify prominent,
young tension fractures that extend from the Y-shaped
discontinuities north to the equator. (B) Morphological
details of a Y-shaped discontinuity along the SPT mar-
gin near 44-S, 279-W. North is up and the image
scale is 70 m/pixel. (C) Example of grooved bands in
bright plains adjacent to a tiger stripe at 86-S, 102-W.
Note how the bands curve to define a quasi-circular
feature. (D) Transition of Y-shaped discontinuity at the
polar terrain boundary near 30-S, 229-W to north-
south–trending fractures extending to the equator
(blue lines in Fig. 3A).
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apparent lateral shear offsets, to highly reticu-

lated patterns of grooves and ridges. Grooved

bands (Fig. 2C) with tens to 100 m of relief

often curve parallel to bends in adjacent tiger

stripes. However, in some locations, they deflect

and arc to form quasi-circular patterns that may

represent relaxed and degraded impact craters.

Alternatively, these quasi-circular patterns may

be surface expressions of subsurface diapirs.

Cratering statistics. Crater counts on Enceladus

were obtained from images acquired during

the February, March, and July 2005 flybys. Of

all saturnian satellites investigated so far [e.g.,

(20–22)], Enceladus has the largest range in crater

number density, implying a record of long-lasting,

possibly still ongoing, geologic activity (Fig. 4).

Heavily and moderately cratered regions are found

outside the SPT, in places dissected by isolated or

densely spaced sets of fractures and troughs, or

ridges and grooved bands (Table 1). The lowest

crater densities on Enceladus were measured in the

SPT near the tiger stripes. Here, only a small

number of craters occur, none larger than 1 km.

The cratering frequencies are roughly consist-

ent with impacts of bodies in moderately eccentric

planetocentric orbits (23–25). Scaling the impactor

fluxes from Iapetus to Enceladus under two dif-

ferent flux scenarios (Table 1), and accounting for

the derived age of the Iapetus surface (21), the

derived absolute ages for terrains on Enceladus

from crater counts strongly indicate geologic

activity over a time span of more than 4 billion

years up to the present. Ages within the SPT are

possibly as young as 500,000 years or younger.

The discrete ages of different terrains suggests that

rather than being continuously active through

geologic time, Enceladus experienced localized

episodes of activity perhaps separated by much

longer time periods of inactivity.

Shape and density. The shape of Enceladus

has been determined from limb profiles in 23

narrow-angle images. The satellite is well repre-

sented by an ellipsoid with semi-axes 256.6 T 0.5,

251.4 T 0.2, and 248.3 T 0.2 km. Knowledge of

the mass of Enceladus has been improved over

Voyager-era estimates by the use of astrometric

measurements taken from Cassini as well as his-

torical Earth-based, Hubble Space Telescope, and

Voyager images, together with dynamical model-

ing of the bodies in the Saturn system and space-

craft tracking data from the Pioneer, Voyager, and

Cassini missions (26). Adopting the most recent

value derived from these methods [GM 0 7.2085 T

0.0068 km3 sj2 (27), where GM is Newton’s grav-

itational constant times the mass of Enceladus],

and using the effective radius of 252.1 T 0.2 km

derived from ISS images, we compute a mean

density for Enceladus of 1608.3 T 4.5 kg mj3.

Enceladus shows a total range of departures from

the mean ellipsoid of È2 km. Longitudinally av-

eraged limb heights rise from 400 m below the

reference ellipsoid at the south pole to 400 m

above it at 50-S latitude. If Enceladus is homoge-

neous throughout, then its shape is close to that of

an equilibrium ellipsoid (i.e., one with a hydrostatic

shape controlled by gravity and spin). An object

hydrostatically relaxed in synchronous spin at

Enceladus’ orbit would have a difference of long

and short axes of 8.05 km (28), within our uncer-

tainty of 0.6 km of the measured 8.3 km.

The intermediate (b) axis is too large for an

exact equilibrium shape, and if homogeneous,

Enceladus currently supports between 250 and

500 m of topography relative to an equipotential

surface. We conclude that Enceladus’ shape is

consistent with relaxation of a homogeneous

object of density 1608 kg mj3 at its current or-

Fig. 3. (A) A 1.3 km/pixel narrow-angle
camera (NAC) clear filter 12- phase angle
image acquired on 20 May 2005 in which
‘‘tiger stripes’’ fractures were first identified.
The fractures appear as parallel dark bands
near the south pole. (B) High-resolution (70
m/pixel) false color view of the fracture located
at 81.7-S, 223.4-W. Ridge crests that flank
the central fracture and dark valley floor de-
posits are indicated. The blue-green color of
the ridges and floor deposits indicates rela-
tively coarse-grained ice. (C) High-resolution
(70 m/pixel) false-color composite showing
placement and orientation of the ‘‘blue’’ tiger
stripes. The mosaic is a composite of NAC
clear, ultraviolet, green, and near-infrared im-
ages. Rectangular boxes show the footprint
locations of the 37 m/pixel wide-angle camera
(WAC) (larger box) and 4 m/pixel NAC (smaller box) images shown in (D) and (E), respectively. (D)
WAC 37 m/pixel image obtained at the distal edge of a tiger stripe [see (C)]. Central square shows
location of co-aligned NAC 4 m/pixel image shown in (E). (E) Highest spatial scale (4 m/pixel) image
ever obtained of Enceladus’ surface. Image exhibits several pixels of smear from left to right because
of spacecraft motion.
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bital distance. Models with thin ice crusts are also

indistinguishable from hydrostatic shapes. A core

of density 1700 kg mj3 requires an ice crust of

thicknessÈ10 km; a core density of 1800 kg mj3

requires a crust of È20 km. Within the uncer-

tainties, both also support topography under 500 m

and can be regarded as consistent with relaxation

under current conditions (Table 2).

However, a fully differentiated Enceladuswith

a water-ice mantle and a core of density 2700 kg

mj3 would exhibit a departure from a fully

relaxed, hydrostatic shape of more than a kilome-

ter. A differentiated body with such relief must

have relaxed at a higher rotation rate than at

present. If orbitally evolved, this would place its

relaxation between 0.87 and 0.95 of Enceladus’

current orbital distance. Denser, smaller cores

would require shape equilibration even closer to

Saturn. However, standard orbit evolution models

indicate that the orbit of Enceladus could not have

changed more than 5%, which suggests that it

mostly likely formed within 95% of its current

location (29). Moreover, orbital evolution outward

would push the shape of a warm body toward a

less oblate, more hydrostatic form, inconsistent

with the tectonic patterns seen on the surface

(which suggest progression, at least in the

southern hemisphere, to a more oblate shape;

see below). Hence, whether homogeneous or not,

Enceladus probably did not undergo substantial

orbital evolution.

The shape of the moon is also important for

ascertaining its rotation state. Table 2 gives the

moments of inertia for all four interior models

mentioned above. In all four cases, the moments

yield a ratio of libration frequency to spin

frequency e 0 [3(B – A)/C]1/2 È 0.25; this value

raises the question of whether Enceladus is

currently in a forced 1:4 secondary spin-orbit li-

bration, or has been in the past (9). To search for

present-day libration, we have obtained 1375

measurements of 190 control points in 129 im-

ages that span more than half of Enceladus’ orbit

with respect to periapse and have fitted these

with a model describing the 1:4 spin/orbit li-

bration. No libration was detected. The uncer-

tainties in the solution yield a libration amplitude

upper limit of 1.5-. Limb-fitting results require

the long axis to point within 5- of Saturn.

Particle plumes. Plumes emanating from the

south polar region of Enceladus have been de-

tected in ISS high phase angle images. One

relatively large, near-surface plume was seen in

images taken on 16 January 2005 at a phase

angle of 148- (Fig. 5A). Near-surface plumes

were again detected on 17 February 2005 at a

phase angle of 153.3-; a fainter, much more ex-

tended component is also visible at this phase

angle (Fig. 5B, right). Finally, very high phase

angle (161.4-) images were taken on 27 No-

vember 2005 (Fig. 6) and reveal many distinct

near-surface jets, emanating from the surface in a

variety of directions and supplying a much

bigger, fainter plume towering over the south

polar region by at least 435 km. The fact that

these structures were seen at high rather than low

phase angles indicates that they consist of fine,

forward-scattering particles. The source regions

of these jets inferred from triangulation appear to

be consistent with the tiger stripes.

Absolute brightness measurements, and hence

particle column densities (30), were obtained in the

photometrically calibrated versions of the high-

resolution November images over a range of

heights and azimuths above the moon’s south

polar limb to determine the profile of particle

number density with altitude, as well as the

particle escape rate integrated over the extended

plume. In all three image sequences—January,

February, and November—the scale heights within

È50 km of the surface are È30 km; the fall-off

becomes more gradual above that point. In the

November images, the brightness profile up to one

Enceladus radius above the surface fits a model in

which the vertical velocity v has a Gaussian dis-

tribution [i.e., proportional to exp(–v2/v
0
2)]; the

other velocity components are zero. The particles

move vertically, perpendicular to the orbit plane,

in the gravitational field of Enceladus; the tidal

field of Saturn does not affect motions in this

direction. The best fit gives a mean vertical veloc-

ity v
0
/p1/2 0 60 m sj1. This is much less than the

Table 1. Location of crater counting areas (geologic units) and crater
frequency ratios (N-ratios, where N is cumulative crater frequency) of counts
with respect to a hypothetical surface of age 4.4 � 109 years on Enceladus.
Geologic units were identified and mapped at regional scales of È100 m/pixel;

a single WAC frame (37 m/pixel; Fig. 3D) obtained during the July flyby was also
measured. In areas II and III, no craters larger than È5 km were found. The
ages are derived for two scenarios: a lunar-like impact chronology with steep
initial decay (23, 25, 43) and a constant-flux model of cometary impacts (44).

Geologic unit and location N-ratio
Age (106 years)

(lunar-like)

Age (106 years)

(constant flux)

I. Heavily cratered plains (15- to 45-N, 340- to 360-W; 20-N to 30-S, 160- to 210-W) 1/4.7 4200 1700

II. Striated and folded plains in Sarandib Planitia (15-N to 5-S, 305- to 320-W) 1/70 3750 170

III. Ridged and grooved plains in Samarkand Sulcus (55- to 65-S, 170- to 240-W) 1/1170 980 10

IV. South Polar Terrain (955-S, 160- to 320-W) 1/10,770 100 1

V. Single WAC frame within SPT 37 m/pixel (350-W, 75-S) G1/311,000 G4 G0.5

Fig. 4. Cumulative crater size-
frequency distributions of geolog-
ic units measured on Enceladus.
The five sets of distributions cor-
respond to the units listed in
Table 1. Curve shown is the lunar
highland distribution. The shape
of the lunar curve is compatible
with the measurements if crater
diameters are shifted by about a
factor of 5 to smaller values with
respect to lunar conditions. Up-
permost (oldest) distributions are
from heavily cratered plains.
Black (open) diamonds corre-
spond to striated and folded
plains within Sarandib Planitia.
Black solid dots represent distri-
butions measured in the SPT. The
single dot is the estimation of a
maximum crater age for the
single 37 m/pixel WAC frame.
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escape speed (235 m sj1), which implies that

most of the particles are falling back to the surface.

Our model implies that only È1% of the

upward-moving particles escape to supply the E

ring. For an assumed particle radius of 1 mm, the

inferred escape rate is È1013 sj1, which is only

twice the value estimated by the Cosmic Dust

Analyzer (CDA), 5 � 1012 sj1, for particles with

radii r Q 2 mm (15). The closeness of these two

numbers is surprising because ISS, which is

sensitive at high phase angles to particles as small

as 0.1 mm, is probably seeing a large population

of particles smaller than 2 mm that CDA does not

see. Our mass escape rate is È0.04 kg sj1, 4% of

that estimated to supply the E ring using pre-

Cassini parameters for both the plasma environ-

ment and the E-ring optical depth (31). Cassini

has found temporal variability in the neutrals and

plasma environment around Saturn, so the E-ring

supply rate is uncertain. Also, our estimate is uncer-

tain, first because it relies on an assumed particle

size distribution, and second because it is sensitive

to the exponential tail of the velocity distribution.

Future Cassini observations in an extended mis-

sion should allow better imaging of the extended

plume and a more accurate measure of the escape

rate. At the moment, we interpret these observa-

tions to indicate that the south polar jets are the

primary source of the E ring. The fact that almost

all of the observed particles in the jets and extended

plume are falling back to the surface may explain

the extreme brightness of the interstripe plains as

being due to freshly fallen snow (Fig. 3A).

According to our model fit to the observations,

the particles that escape to supply the E ring have

mean velocities of bvÀ È 90 m sj1 after they

leave the gravity field of Enceladus. Particles in-

jected vertically into Saturn’s orbit from Enceladus’

south pole with such velocities will have full

vertical excursions (above and below the equato-

rial plane) on the order of h È bvÀP/p, where P is

the orbital period (1.37 days) of Enceladus, or h

È 3400 km. This is comparable to the vertical

extent of the E ring at the orbit of Enceladus,

È5000 km, as measured in Cassini ISS images

(32), and argues in favor of the south polar jets on

Enceladus being the source of the E ring.

Plume dynamics. What do Cassini observa-

tions imply about the physical conditions within

the jets and at their source? There are two basic

possibilities for the source of the jets: either

sublimating ice, above or below ground, or un-

derground reservoirs of boiling liquid erupting

through vents in the tiger stripes. The former op-

erates at temperatures below 273 K; the latter

operates above 273 K. We consider both in order.

The Ultraviolet Imaging Spectrograph (UVIS)

observation of the occultation by Enceladus of

g-Orionis (17) returned an estimated horizontal

column abundance of water vapor, within 30 km

of the surface near 76-S (Fig. 1), of 1.5 � 1020

molecules mj2. The mass of water vapor in the

column is therefore 7.16 � 10j6 kg mj2. At an

equivalent location ofÈ15 km above a latitude of

76-S in the high-resolution November ISS

images, we measured a horizontal particle col-

umn abundance of È6 � 108 mj2, assuming an

effective water-ice particle radius of 1 mm and a

broad distribution of sizes (30). The mass of ice

in the column is therefore È3 � 10j6 kg mj2,

which is comparable to the mass of water vapor,

assuming the UVIS and ISS horizontal paths are

the same. The large ice/gas ratio argues strongly

against ice condensing out of vapor, as would be

expected for the sublimating ice model: The

entropy change when the vapor condenses is È20

times the entropy change when the same amount

of vapor expands, so only a small fraction of the

vapor can condense during an adiabatic expansion.

The grains could be embedded in the ice from

the start and get entrained in the flow, like the dust

grains in a comet, but this seems unlikely. The

grains in comets are refractory and eventually

cover the comet’s surface with a dark crust. In

contrast, the surface of Enceladus is bright and is

mostly water ice. In particular, the spectrum of the

plains between the tiger stripes (fig. S1) indicates

that the plume particles falling back onto the

Table 2. Moments and values of e (the ratio of libration frequency to spin
frequency, [3(B – A)/C]1/2) for four different interior models. Moments are
relative to MR2, where M is mass and R is the mean radius, about axes a, b,

and c. Shape model radii are 256.6 T 0.5, 251.4 T 0.2, and 248.3 T 0.2
km. Uncertainties in model moments derive from ranges of shapes allowed
by maximum change in a, b, and c.

Variable Model 1

(homogeneous, 1608 kg mj3)

Model 2

(crust: 10.6 km ice, 930 kg mj3;

core 1700 kg mj3)

Model 3

(crust: 20.5 km ice, 930 kg mj3;

core 1800 kg mj3)

Model 4

(mantle 930 kg mj3;

core 2700 kg mj3)

A 0.3919 T 0.0005 0.3785 T 0.0005 0.3666 T 0.0005 0.3138 T 0.0005

B 0.4002 T 0.0001 0.3865 T 0.0001 0.3744 T 0.0001 0.3205 T 0.0001

C 0.4050 T 0.0005 0.3911 T 0.0005 0.3789 T 0.0005 0.3243 T 0.0005

e 0.249 T 0.014 0.248 T 0.016 0.248 T 0.017 0.249 T 0.017

Fig. 5. False-color ISS
NAC images of Enceladus’
plumes (A) A NAC image
taken in the IR1 filter (12)
on 16 January 2005 at a
phase angle of 148- with
an image scale of È1.25
km/pixel, showing a plume
extending below the south-
ern limb. Its full width at
half maximum (FWHM)
brightness and an altitude
of 25 km was È60 km.
The subspacecraft latitude
was –2.6-; the view is
toward 133-W longitude
(Fig. 1) and broadside to
the tiger stripes. (B) A NAC
image taken in the IR1
filter (12) on 17 February
2005, at a phase angle of
153.3- with an image
scale of 1.8 km/pixel. The
subspacecraft latitude was
+0.6-; the view is toward
238-W longitude, along

the tiger stripes (Fig. 1). Two near-surface plumes can be seen extending below the southern limb: a large
one [maybe the same as in (A)] with FWHM È60 km, and a smaller one, about one-third as bright as the
main plume and separated from it by È100 km (È23- in the counterclockwise direction), with a FWHM of
È30 km. A fainter and much more extended component can be seen in the enhanced, color-coded image
on the right. A thin camera artifact, crossing diagonally across Enceladus, can also be seen.
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surface must be water ice. It is conceivable that ice

grains, originally embedded in the ice matrix, get

entrained in the flow, but this too seems unlikely. If

no other gases are present, sintering will fuse

micrometer-sized ice grains together in less than an

hour, even at pressures as low as 1 Pa (33). Once

fused to the matrix, the particles can no longer be

entrained. The presence of micrometer-sized parti-

cles in the plume argues against entrainment in the

sublimating ice model, but further study is needed.

On the other hand, there is no problem forming

particles from a boiling liquid. A liquid boils when

the pressure drops below its saturation vapor

pressure. The erupting mixture of vapor and

liquid—or, in the case of Enceladus, vapor, liquid,

and ice particles—is like a cold Yellowstone

geyser (34). Ammonia-water mixtures, although

liquid down to 175 K, are ruled out as sources

because the almost pure ammonia composition

of the vapor is inconsistent with the observa-

tions (16). Therefore, any boiling liquid/geysers

must involve pure water at 273 K or above.

(Ammonia-water mixtures may be circulating

underground and thermally conducting heat to

the surface, keeping the tiger stripes warm, but

these fluids cannot be venting to the surface.)

The boiling liquid can produce a cloud of gas

and ice if some of the liquid is carried along with

the vapor and freezes as it expands out of the vent.

An H
2
O mixture at the triple point has a tem-

perature T 0 273 K and a vapor pressure P
v
0

612 Pa, corresponding to a hydrostatic head of

7 m in the weak gravity of Enceladus. When

capped by a layer of ice, liquid water at this depth

and temperature is in equilibrium with ice grains

and vapor; at greater and warmer depths, the

liquid is stable. If this pressure is released (e.g.,

when a crack forms in the ice), bubbles of vapor

form and the liquid freezes. The heat of fusion

(L
f
0 6.0 kJ/mol) goes into heat of vaporization

(L
v
0 40.6 kJ/mol), and the mole fraction X of the

vapor rises from zero to L
f
/(L

f
+ L

v
) 0 0.13.

Although the mixture is then mostly ice, 1 – X 0

0.87 by mole, its volume per mole is 24,000 times

that of liquid water. In contrast, the expansion in a

Yellowstone geyser is only a factor of È10, and

the water comes out as a frothy mixture.

When released from pressure, the source fluid

will accelerate out of the vent as an ice/gas

mixture. The geometry of the vent determines the

angle of emergence and what fraction of the ice is

in micrometer-sized particles. A gas expanding

into vacuum reaches sonic speed, which for water

vapor at 273 K is twice the escape velocity. Even

water vapor at 200 K can accelerate micrometer-

sized particles to escape velocity. Warmer, denser

vapors can accelerate larger particles. Our infer-

ence, that most of the particles are falling back,

implies that particles much larger than 1 mm are

present. A boiling liquid at 273 K could produce

copious amounts of large and small ice particles.

The particles would retain the launch velocities

and angles acquired in the conduit to form the

collimated jets observed (Fig. 6A). There is no

need to grow the particles from an escaping

high-velocity gas or entrain them in the flow

from the ice matrix. For these reasons, we favor

the boiling liquid model over the sublimating ice

model. On the basis of pressure arguments alone,

the liquid chambers giving rise to Enceladus’

geysers could be as close as 7 m to the surface.

Discussion. How to get liquid water close to

the surface on Enceladus is a difficult question.

Because previous interior thermal models for

Enceladus cannot explain the anomalous heating

seen in the SPT, we cannot exclude the possibility

that the processes producing the observed heating

might result in local regions with even higher

temperatures, leading to subsurface reservoirs of

liquidwater. In thismodel, heating large enough to

raise the temperature to 273 K might be provided

by very localized, near-surface tidal and/or libra-

tional frictional heating operating on andwithin the

tiger stripe fractures, as has been suggested for

Europa (35), although detailed models for

Enceladus have not been investigated.

Our proposed models for plume sources imply

large temperatures near the surface. Because warm

water ice can deform relatively easily by viscous

creep over short geological times, we have

investigated the implications of such elevated

near-surface temperatures for the observed small-

scale topography (e.g., 100-m ridges bounding

fractures 500m deep) on the satellite’s surface.We

have applied models using rheologic parameters

from a recent exploration of superplastic flow

assuming grain boundary–sliding basal slip in ice

under low stress (36) and considering a grain size

of 100 mm, equal to that inferred for the tiger

stripes. Assuming a background temperature of

the SPT of È95 K and liquid reservoirs at depths

between 0.5 and 1 km for ammonia-water at

175 K and 1 to 2 km for water at 273 K (i.e., a

large geothermal gradient), finite element model-

ing shows thatÈ1-km topography would undergo

measurable deformation on time scales of a few

million to tens of millions of years. Very shallow

liquid layers in regions outside the SPT are prob-

ably inconsistent with the retention of the observed

topography there for the inferred lifetimes (from

cratering statistics) of a billion years or more

Fig. 6. (A) An ISS NAC clear-filter image (12) of Enceladus’ near-surface
plumes (which can be resolved into individual jets) taken on 27 November
2005 at a phase angle of 161.4- with an image scale of È0.89 km/pixel.
The subspacecraft latitude was +0.9-; the view on this day was also

broadside to the tiger stripes (Fig. 1). The south pole is pointing toward
the lower left. (B) A color-coded version of (A), in which faint light levels
were assigned different colors to enhance visibility, shows the enormous
extent of the fainter component above the south polar region.
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(Table 1). Thus, Enceladus’ subsurface structure

may be globally heterogeneous, with some regions

retaining a cold, thick upper crust for some time

and the SPT being the only region where liquid

may be close to the surface at the present time.

Tidal heating associated with the eccentricity

of Enceladus’ orbit, forced by its 2:1 mean motion

resonance with Dione, has long been suspected

(37). Using Cassini values for the mass (27), vol-

ume and mean density (this paper), and the cur-

rent value of the orbital eccentricity e 0 0.0047,

we calculate a tidal heating rate of 1.2� 1015 ergs

sj1 for a homogeneous model and an assumed

tidal dissipation parameter Q 0 20: The lower the

value of Q, the more dissipative the interior.

Enceladus’ rotation state is important when

considering possible heating inputs from the 1:4

secondary resonance librations. ForEnceladus to be

librating with an amplitude equal to the measured

upper limit (1.5-), e must equal 0.25005 for the

current orbital eccentricity, well within the uncer-

tainties of the measured e for all homogeneous and

differentiated models. This would yield a present-

day heating rate due to secondary libration alone of

1.8� 1015 ergs sj1, again for Q 0 20.

The Cassini value of mass density for

Enceladus implies a rock fraction (mass
rock

/

mass
Enc

) of 0.61. This higher rock fraction, plus

the higher mass, compared to the values derived

from Voyager data, imply an increase of a factor

of 2.5 in the total rock mass over Voyager-based

estimates. Thus, we can expect the present-day

radiogenic heating rate to be equivalently higher,

3.2 � 1015 ergs sj1, assuming chondritic long-

lived radionuclide abundances (38). The present-

day total heating rate on Enceladus from all

aforementioned sources, assuming Q 0 20, could

be 4 � 1015 to 6 � 1015 ergs sj1, or È0.5 GW,

about one-tenth the observed total power com-

ing from the SPT (13). However, this heating

rate might be significantly enhanced for more

realistic viscoelastic models of the interior.

Previous models (5) have suggested that the

present tidal heating from eccentricity forcing by

the resonant perturbations of Dione alone, al-

though not enough to initiate melting, might be

sufficient to maintain as liquid a portion of an icy

interior as near to the surface as 10 km, if the start

of melting had occurred in a previous epoch and

if the melting point were depressed by mixing a

substantial amount of ammonia with water in the

ice (8). Also, calculations (39) using the older

heating estimates but differentiated interiors show

that a mantle temperature of 210 K could be

within 10 km of the surface for specific rheo-

logical parameterizations. The higher radiogenic

heating indicated by Cassini results (2.5 times as

much energy as used in pre-Cassini models) and

the possibility of additional present-day librational

heating suggest that some interior liquid is even

more likely than in previous models, assuming

ammonia is present, and may be possible within

tens of kilometers of the surface in differentiated

models without invoking large amounts of am-

monia. Although no instrument has positively

detected ammonia, its existence cannot be ruled

out: The derived upper limiting value to the am-

monia abundance [0.5% in the plume vapor (16)]

could still permit a geophysically important

amount of ammonia at depth, although, as dis-

cussed above, an ammonia-water mixture cannot

be venting to space. It is also possible, as men-

tioned above, that a pure-water interior heated

preferentially on fractures as for Europa (35) might

retain near-surface liquid water up to the present in

localized regions. Consequently, it is plausible that

Enceladus may be sufficiently heated today by

some combination of the mechanisms mentioned

above to explain the observed south polar venting,

provided it underwent an early epoch of intense

heating and, once heated, retained a low Q up

through the present in some portion of the interior.

Explaining the observed power output of 5 GW

(13) is more challenging.

How was Enceladus initially heated? Previous

suggestions (5) calling for a larger orbital ec-

centricity in the past to increase tidal heating are

not attractive: Not only is considerable past orbital

evolution not likely, but capture into the 2:1 mean

motion Dione resonance through tidal evolution

does not produce a past eccentricity larger than

Enceladus’ current value. If, instead, the moon

was at one time in the 1:4 secondary libration

resonance, as the observed value of e È 0.25

suggests, how did it get captured, and could

heating from this mechanism have been sufficient

for melting? Wisdom (9) discussed several

scenarios for placing Enceladus in a spin-orbit

secondary resonance. One possibility is an impact

that initiated libration and allowed capture into

the 1:4 resonance. An initial e 0 0.26, with an

associated libration amplitude of 22-, yields a

heating rate 100 times that due to the forced

eccentricity today for typical fully elastic models

and the same temperature-independent Q 0 20.

For more realistic temperature-dependent visco-

elastic models of the interior and a long residence

time in this resonance, considerable initial heating

may be possible, although detailed models have

not yet been examined.

It is easy to see how strong heating from a

large past libration could completely relax the

body, reducing e to G 0.26, damping the libra-

tion, and thus terminating the spin-orbit sec-

ondary resonance, resulting in a hydrostatic

shape. However, the uncertainties allow the

possibility that the shape may be nonhydrostatic

and e may be as high as 0.26 (Table 2). A

nonhydrostatic shape and a present-day e È 0.26

could be explained if Enceladus were in the 1:4

resonance in the past, and internal heating of the

moon was insufficient to bring about full dif-

ferentiation and hydrostatic equilibrium but still

served to decrease Q, increase dissipation, and

damp the resonance. Moreover, if this heating

were nonuniform within the body, as Cassini ob-

servations show, the figure might have evolved in

unusual ways, relaxing in some regions and not

others, yet remaining overall close to its original

figure and original e despite the damping of the

libration.

These changes in figure might have left dis-

cernible marks on the surface. The symmetry

and distribution of young tectonic patterns, es-

pecially those associated with the SPT, suggest

that Enceladus may have undergone large-scale

changes of figure over time. The north-south–

trending fractures and rifts that extend northward

from the south polar Y-shaped discontinuities

(Fig. 2D) appear to have formed in response to

horizontal extensional stresses aligned along

circles of latitude. Such parallel ‘‘hoop’’ stresses

near equatorial latitudes could arise in response

to an increase in flattening of the figure of

Enceladus (40, 41).

Moreover, the appearance and symmetry of

the SPT boundary at È55-S latitude identify a

change in the character of stresses associated

with global deformation. Here, the change in

orientation of the Y-shaped discontinuities, from

north-south–trending nearer the equator to east-

west–trending along the south polar margin,

imply a change in principal tensile stresses that

caused the fracturing, from strong tensile stresses

parallel to the equator at equatorial latitudes to

predominantly compressional stresses perpen-

dicular to circles of latitude at the SPT boundary.

The sinuous belts of ridges and troughs at the

SPT margin were probably formed in response

to horizontal compressive stresses perpendicular

to circles of latitude. A transition in the character

of horizontal stresses with increasing latitude is

also expected to accompany an increase of flat-

tening in Enceladus’ figure (40, 41).

Two problems with this ‘‘figure flattening’’

interpretation are (i) the absence of similar cir-

cumpolar features and tectonic fractures in the

north polar region, indicating that the putative

alteration in shape was not global, and (ii) the

lack of any plausible mechanism for increased

flattening. We note that the observed asymmetric

distribution of heat within the body may explain

the surface expression of global stresses in one

hemisphere and not the other. These are sug-

gestions that remain to be investigated in detail.

The tiger stripe fractures in the SPT, and their

È45- orientation with respect to the Saturn di-

rection, suggest tidal deformation or some other

process as another contributing factor in the

tectonic patterns characterizing the SPT.
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Cassini Encounters Enceladus:
Background and the Discovery of a
South Polar Hot Spot
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The Cassini spacecraft completed three close flybys of Saturn’s enigmatic moon Enceladus between

February and July 2005. On the third and closest flyby, on 14 July 2005, multiple Cassini

instruments detected evidence for ongoing endogenic activity in a region centered on Enceladus’

south pole. The polar region is the source of a plume of gas and dust, which probably emanates

from prominent warm troughs seen on the surface. Cassini’s Composite Infrared Spectrometer

(CIRS) detected 3 to 7 gigawatts of thermal emission from the south polar troughs at temperatures

up to 145 kelvin or higher, making Enceladus only the third known solid planetary body—after

Earth and Io—that is sufficiently geologically active for its internal heat to be detected by remote

sensing. If the plume is generated by the sublimation of water ice and if the sublimation source is

visible to CIRS, then sublimation temperatures of at least 180 kelvin are required.

C
assini-Huygens is a major international

planetarymission that entered orbit around

Saturn on 1 July 2004 for a nominal 4-year

investigation of the planet, its satellites, rings, and

magnetosphere. In 2005, Cassini made three

flybys of the enigmatic satellite Enceladus, long

suspected to be recently geologically active and

the source of Saturn_s tenuous, extended E ring.

Results from multiple Cassini instruments on the

third flyby on 14 July 2005 offer convincing proof

that this small icy satellite is currently active, as

described in this series of companion papers.

Enceladus. Discovered by William Herschel

in 1789, Enceladus orbits close to Saturn at a

radius of 3.94 Saturn radii and thus is difficult to

observe from Earth because of the scattered light

of the planet and its rings. Enceladus’ orbital

period is 1.37 days. Telescopic infrared spectra

indicate a surface composed of almost pure water

ice (1), although a tentative detection of ammonia

ice has been reported recently (2). The Voyager

encounters with the satellite in 1981 established

its radius (252.1 km) (3) and that its visual

geometric albedo is startlingly high, consistent

with fresh snow or ice, and higher than for any

other known solar system body (4, 5). Voyager

2 also discovered that Enceladus was unique

among Saturn’s medium-sized icy satellites, be-

cause its surface includes sizable crater-free

areas that have been resurfaced by endogenic

forces (4) and were estimated to be G200 mil-

lion years old (6). Other parts of the satellite are

heavily cratered and perhaps nearly as old as

the solar system, but the craters show consider-

able signs of internal modification. All regions

of the satellite, regardless of age, exhibit uni-

formly high albedos, implying that the entire

satellite is coatedwith a ubiquitous freshmaterial

(7). Particle-orbit models have shown that

Enceladus is probably the major source of the

tenuous E ring (8), which is most dense at the

satellite’s orbit. The mechanism for the injec-

tion of material from the satellite into the E ring

has been debated; volcanism (9), geysers (10),

large impacts (11), and collisions between

Enceladus and E-ring particles themselves (12)

have all been proposed. Regardless of the

means of transport, the micrometer-sized par-

ticles that make up the ring must be constantly

replenished, because sputtering (10, 13) would

destroy them on time scales much shorter than

the age of the solar system.

The heat source for the extensive resurfacing

on an object as small as Enceladus has always

been difficult to explain, especially when com-

pared to other saturnian satellites that showmuch

less evidence of activity (14–16). The orbital

eccentricity of Enceladus (0.0047, comparable

to that of Io) is perhaps sufficient for substantial
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tidal heating given the right internal structure

(16), but the absence of internal activity on

nearby Mimas, which has an orbital eccentricity

of 0.0202, makes this source problematic, too.

The contrast with Mimas might be explained if

Mimas is in a cold, elastic, nondissipative state,

whereas Enceladus is in a self-maintaining

warm, plastic, dissipative state (17). Resonantly

excited rotational librations have recently been

suggested as a possible alternative tidal heating

mechanism (18, 19).

Cassini flybys. Cassini has observedEnceladus

withmultiple instruments including theUltraviolet

Imaging Spectrograph (UVIS), the visible-

wavelength Imaging Science Subsystem (ISS),

the Visual and Infrared Mapping Spectrometer

(VIMS), the Composite Infrared Spectrometer

(CIRS), the magnetometer (MAG), the Cosmic

Dust Analyzer (CDA), the Cassini Plasma Spec-

trometer (CAPS), the Radio and Plasma Wave

Science (RPWS) instrument, and the Ion and

Neutral Mass Spectrometer (INMS). The first

close Cassini flyby of Enceladus, on orbit 3 on 17

February 2005 at an altitude of 1258.6 km (Table

1), focused on the equatorial region centered near

longitude 310-W. ISS revealed a world scarred

by extensive tectonic activity (19), and VIMS

spectra indicated that the surface composition

was completely dominated by water ice (20).

MAG data showed a draping of Saturn’s mag-

netic field lines around the moon, which sug-

gested the presence of an atmosphere (21).

However, UVIS observations of a stellar occul-

tation showed no sign of an atmosphere at low

latitudes (22). During the second flyby, on orbit 4

at an altitude of 497.0 km on 9 March 2005,

Cassini concentrated on the equatorial region of

the hemisphere centered near 190-W. ISS images

revealed complex networks of ridges and troughs

coexisting with ancient cratered plains. MAG

measured a signature in addition to the one seen

in February, possibly indicating an induced or

intrinsic magnetic field. Based on the MAG

results, the Cassini Project decided to reduce the

altitude of the 14 July 2005 encounter, on orbit

11, from 1000 km down to È170 km.

On the 14 July flyby, the spacecraft approached

the illuminated anti-Saturn hemisphere, which is

centered on longitude 180-W, from the south. On

approach, the remote sensing instruments (ISS,

VIMS, UVIS, and CIRS) observed Enceladus

beginning 8 hours before the closest approach,

starting from a distance of 288,000 km. At 21 min

before the closest approach, the spacecraft began

the turn to point to the star g-Orionis (Bellatrix), and

at 4 min before the closest approach, Bellatrix was

occulted by Enceladus; measurements of the

occultation were performed by UVIS (22). As

Enceladus passed in front of the star, the moon

crossed through the boresights of the remote

sensing instruments, providing a brief opportunity

for remote sensing at very high spatial resolution.

The subspacecraft point at the closest approach

was at 24-S, 326-W. After the occultation, at 3

min after the closest approach, the spacecraft be-

gan to turn back to Enceladus and resumed remote

sensing of the nighttime surface at 31 min after the

closest approach, continuing to 114 min. Through-

out the inbound and outbound portions of the

flyby and during the closest approach, the fields

and particles instruments obtained valuable infor-

mation on the plasma and particulate environment

around Enceladus. In particular, INMS (23), CAPS,

RPWS (24), and CDA (25) obtained in situ mea-

surements of the near–south polar environment.

Composite Infrared Spectrometer results.

The CIRS instrument (26) used the three

Enceladus encounters to investigate the satellite’s

thermal radiation, which provides clues to its

surface properties and a means to detect possible

endogenic activity. The only previous observa-

tions of Enceladus’ thermal radiation were by

Voyager 2 in 1981 (27), which derived a disk-

Table 1. Cassini Enceladus encounter geometries. Times are in universal time at the spacecraft.

Cassini orbit Date Time
Altitude at

closest approach (km)

Approach geometry 2 hours

before encounter

Subspacecraft

latitude, longitude
Phase angle

3 17 February 2005 03:30 1258.6 309-W, 0-N 25

4 9 March 2005 09:08 497.0 191-W, 1-S 47

11 14 July 2005 19:55 168.2 186-W, 47-S 47

Fig. 1. Far-IR observations of Enceladus. (A) Far-IR brightness temperature images of the nighttime
and daytime thermal emission from the anti-Saturn hemisphere of Enceladus (centered at longitude
180-W) from the three Cassini encounters. The apparent signal beyond the limb of Enceladus is an
artifact of the low spatial resolution and the plotting technique. (B) Thermal model fits to the far-IR day
and night brightness temperatures at longitude 180-W and two different latitudes, as measured on
orbits 3 and 4, showing the large spatial variations in thermal inertia [TI, in m kg s (MKS units)].
Horizontal bars show the local time range of each observation. (C) Far-IR spectrum of the north pole,
with best fit blackbody and graybody spectra, showing the lack of the high-temperature component
seen at the south pole. The fine structure in this and all spectra shown is due to noise.
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integrated 250-cmj1 brightness temperature (28)

of 67 K at 37- phase angle with an inferred

subsolar temperature of 75 T 3 K, but provided

little other information. CIRS consists of two

Fourier transform spectrometers, which together

measure thermal emission from 10 to 1400 cmj1

(wavelengths 1 mm to 7 mm) at a selectable

spectral resolution between 0.5 and 15.5 cmj1.

The far-infrared interferometer (10 to 600 cmj1)

has a 4-mrad field of view on the sky. The mid-

infrared (IR) interferometer consists of two 1 �

10 arrays of 0.3-mrad pixels, which together span

600 to 1400 cmj1.

Cassini’s first two flybys of Enceladus, in

February and March 2005, provided good views

of the low-latitude regions on both sides of the

satellite. Daytime thermal emission from the anti-

Saturn side of themoonwasmapped by the far-IR

detector in March 2005, and the same region was

seen at night in February 2005 (Fig. 1A). Most

spectra are well described by blackbody curves

in the 50 to 600 cmj1 range, and we estimate

surface temperature by least squares fitting of

blackbody curves to the spectra. Comparison of

daytime and nighttime temperatures for the same

regions allows for the determination of bolomet-

ric albedo and thermal inertia (29) as a function

of location on this hemisphere. Nighttime tem-

peratures showed spatial variability, probably

resulting from thermal inertia variations. Day

and night temperatures near longitude 180-W

can be matched by models with thermal inertias

in the range 12 to 25 J mj2 s–½ Kj1, averaged

over the uppermost È1 cm of the surface layer,

whereas bolometric albedo on this hemisphere is

more constant, varying between 0.80 and 0.82

(Fig. 1B). These bolometric albedos are consist-

ent with the estimate from Voyager photometry

of 0.90 T 0.10 (30), and subsolar temperatures

near 76 K are also consistent with Voyager es-

timates (27). The thermal inertia is 100 times

smaller than that of solid water ice (31), implying

a highly unconsolidated surface.

The third flyby, on orbit 11 on 14 July 2005,

provided the first good view of the south polar

regions of Enceladus. Maps of the daytime ther-

mal emission were obtained with both the mid-IR

and far-IR detectors on approach. The low spatial

resolution of the far-IR detector prevented good

observations of the south polar region at long

wavelengths (Fig. 1A), but the mid-IR detector

was able to map the entire disk at a spatial reso-

lution of 25 km over the 600- to 800-cmj1 (12.5

to 16 mm) spectral range, with useful signal at

higher wave numbers in the warmest regions

(Fig. 2, A and B). The equatorial regions showed

650-cmj1 brightness temperatures in the high

70s K, consistent with models of passive solar

heating based on the range of thermal inertias

and albedos determined from the earlier flybys

(Fig. 1). However, most of the polar region south

of latitude 65-S showed higher brightness tem-

peratures, reaching 85 K near the south pole. This

temperature is surprisingly warm; the temperature

at the south pole, which is in equilibrium with

current insolation (i.e., assuming zero thermal

inertia), is only 68 K for an albedo of 0.81 be-

cause of the highly oblique illumination there

(solar elevation at the pole was only 23-). An

implausibly low south polar albedo of 0.55, 67%

of the equatorial albedo, would be necessary to

increase the equilibrium temperature to 85 K. The

elevated temperatures are not due to seasonal ef-

fects; we modeled long-term seasonal variations

in the south polar temperature due to changes in

the subsolar latitude and heliocentric distance of

Enceladus for a range of thermal inertias, and we

found that at the current season (midway between

the southern summer solstice and the fall equinox),

the south polar temperature is lower still for

nonzero thermal inertia. The region of elevated

south polar temperatures corresponds closely to a

geologically youthful region occupied by four

prominent troughs (dubbed ‘‘tiger stripes’’) seen

by the Cassini cameras (Fig. 2B) (19).

The spectrum of the south polar thermal

emission yields evidence for even higher temper-

atures, making an origin from solar heating even

less likely.We found that the south polar spectrum

was not well fit by a single-temperature blackbody

filling the field of view. After subtracting the

expected background thermal emission from a

solar-heated surface, assuming a model with an

albedo of 0.81 and thermal inertia of 20 J mj2 s–½

Kj1, the average spectrum of the 37,000-km2

region south of 65-S could be fitted perfectly,

within the uncertainties, by a graybody (i.e., a

blackbodymultiplied by a wavelength-independent

filling factor). The best fit graybody has a tem-

perature of 133 T 12 K occupying 345+320
–160

km2,

where the superscript and subscript are the errors

(Fig. 2C). We determined uncertainties in the fit

parameters by a Monte Carlo technique. We first

Fig. 2. (A) Mid-IR brightness temperature image of Enceladus from orbit 11, showing the prominent south
polar hot spot. The dashed line is the terminator. (B) Brightness temperature contours derived from the
observation in (A), superposed on an ISS base map (19), showing the spatial correlation of the hot material
with the region containing the tiger stripe troughs. Spatial resolution (lower right) of the temperature map
is about 50 km after projection and smoothing. The yellow dashed line shows the latitude boundary of the
average spectrum shown in (C). (C) Thermal emission spectrum of the region south of latitude 65-S,
compared with the best fit blackbody spectrum, which does not match the data, and the best fit graybody
plus background model spectrum, which matches the data very well. (D to F). Probability distributions
for the temperature (D), filling factor (E), and total radiated power (F) for the hot material in the south
polar region, on the assumption of a single temperature for the hot material, derived by Monte Carlo
techniques. The power distribution is shown for assumed hot material albedos of 0.81 and 0.00.
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determined noise levels (which are dominated by

instrumental noise) from the scatter of the

observed spectrum around the best fit model.

We then added random noise at that level to the

model, refitted the noisy model spectrum, and

repeated this process many times to determine the

probability distribution of fit parameters (Fig. 2, D

and E). The probability distribution of fitted tem-

peratures (Fig. 2D) suggests that maximum tem-

peratures below 110 K are highly unlikely.

The spectral fits allow estimation of the total

radiated power from the south polar region. After

adjusting fitted temperatures for the thermal

contribution expected from sunlight absorbed by

the hot regions, and assuming that the hot sources

have the same albedo (È0.81) as the rest of the

surface, we derived a radiated nonsolar power of

5.8 T 1.9 GW (Fig. 2F). Even if the hot sources

have an albedo of 0.0 (highly unlikely but not

formally ruled out, because the hot regions could

be mixed with higher albedo regions on spatial

scales too small to be resolved), the nonsolar

power is still 3.9 GW. These estimates do not

include the potential power contributions from the

kinetic and latent heat of the south polar plume

seen by other Cassini instruments (21–25), or any

heat radiated at lower temperatures. For compar-

ison, the total endogenic power radiated by Io is

È105 GW (32), and Enceladus’ power generation

per unit volume, assuming all the heat escapes

from the south pole, is 3% that of Io. Assuming

that the heat is generated below the surface, the

average heat flow over the region south of 65-S is

0.25 W mj2, compared with È2.5 W mj2 for Io

(32). The depth to melting or to ice warm and

ductile enough to transport heat by convection,

assuming pure solid H
2
O ice and an ice conduc-

tivity of 3 � 105 erg cmj1 sj1 Kj1 at the mean

temperature of 180 K (33), is then only 2.5 km if

the heat is generated below this level. In the hot

regions at 124 K, heat flow is 13Wmj2, and solid

H
2
O ice will approach the melting temperature at

a depth of only 40 m. It is perhaps more likely

that the heat is transported to the surface by advec-

tion of warm vapor rather than by conduction.

The relationship to the geological features

becomes clearer in higher resolution CIRS obser-

vations obtained during the last 2.5 hours of the

approach to Enceladus. In this period, CIRS did

not perform contiguous scans of Enceladus, but

instead rode alongwith the pointing determined by

the ISS cameras as they obtained imaging mosaics

of the moon, resulting in very scattered coverage

with mid-IR spatial resolution as fine as 50 m near

the closest approach (Fig. 3A). These higher res-

olution observations confirm that the thermal

emission is highly localized and is associated

with individual prominent tiger stripe troughs

(19). The spatial correlation is not perfect, but

discrepancies can perhaps be ascribed to pointing

uncertainties. In some cases, the pointing uncer-

tainties can be eliminated, because CIRS obser-

vations were obtained near-simultaneously with

Fig. 3. (A) Color-coded south polar brightness temperatures at high spatial resolution, derived
from the ISS ride-along CIRS observations, superposed on an ISS base map (19). This shows the
correlation between high brightness temperatures and the individual tiger stripe troughs. Isolated
colored rectangles represent observations taken during slews, and these have less reliable locations
than other observations. The locations of the seven hot sources described in Table 2 and the rest of this
figure are indicated. (B and C) Precise location of hot sources A and B relative to the topography as
derived from simultaneous ISS images (19). Each box shows a single mid-IR field of view and its
associated brightness temperature, with uncertainties. Field of view size is 17.5 km for source A
and 6.0 km for source B. (D) The hottest individual CIRS spectrum (source D) and the best fit
graybody spectrum. (E and F) Probability distribution of the temperature and filling factor for the
spectrum of source D, assuming a single temperature.

Table 2. Selected discrete hot sources identified by CIRS.

Hot source

designation
Latitude Longitude

CIRS

resolution (km)

Best fit graybody

Temperature Filling factor Width if linear

A 69-S 171-W 17.5 114 T 22 0.063 1100 m

B 84-S 137-W 6.0 117 T 16 0.092 550 m

C 87-S* 236-W* 5.8 135 T 9 0.082 480 m

D 80-S* 289-W* 5.8 145 T 14 0.046 250 m

E 78-S* 78-W* 13.6 133 T 28 0.035 480 m

F 75-S* 328-W* 13.3 157 T 24 0.017 230 m

G 76-S* 115-W* 6.0 127 T 28 0.053 320 m

*Approximate location, no simultaneous imaging.
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camera exposures, and because the ISS field of

view includes the 1 � 10–pixel CIRS mid-IR

field of view. The location of the thermal

emission observations relative to the geological

features can then be determined very precisely

(Fig. 3, B and C), confirming the association with

the troughs, although there also seems to be some

thermal emission from regions adjacent to the

troughs. Table 2 describes the seven discrete hot

sources that can be identified with greatest

confidence in the ride-along observations, either

because of simultaneous imaging or particularly

strong thermal emission (Fig. 3A). We fitted

blackbodies to the spectra of these sources after

subtracting spectra of adjacent regions taken with

the same CIRS detector, thus removing, to first

order, the small contribution of thermal emission

from the background and reducing calibration

uncertainties. The association of the hot sources

with linear features makes it likely that the hot

sources are themselves linear, and Table 2 lists

the inferred width of each source on the as-

sumption that it is a linear feature extending

across and beyond the CIRS field of view. The

hot regions appear to be typically hundreds of

meters wide. Some of the hottest individual

spectra (sources C to G) were obtained during

slews between ISS mosaic positions, and thus

cannot be located so precisely, although they also

appear to be close to the tiger stripe troughs. The

brightest spectrum, D, requires a temperature of

145 T 14 K, with temperatures below 120 K

being highly unlikely (Fig. 3, D to F).

CIRS observed the north pole of Enceladus

after the closest approach, and although mid-IR

coverage is more limited than at the south pole, we

can rule out a similar hot spot in the north. A far-IR

integration of an 80-km-diameter region centered

on the north pole, which has been in darkness since

1995, determined a best fit temperature of 32.9 T

1.2K (Fig. 1C). To be conservative, however, this

should be considered an upper limit because of

the possibility that scattered radiation from

surrounding warmer regions contaminated the

signal. The corresponding thermal inertia, aver-

aged over the penetration depth of the seasonal

thermal wave (about 1 m), is G100 J mj2 s–½ Kj1.

Any north polar hot component at the temperature

of the south polar spot (133 K) would have to

have less than 15% of the heat flow of the south

polar spot in order to avoid detection in this

integration. The lack of a north polar hot spot is

consistent with the presence of heavily cratered

terrain at the north pole (4, 6).

Discussion. It is likely that thesewarm troughs

are the source of the dust and vapor plume seen by

other Cassini instruments (21–25). From a stellar

occultation measurement, UVIS detected a vapor

plume above the south polar region (22) and

determined an escape rate of 5 � 1027 to 10 �

1027 molecules per second. If we assume that the

immediate origin of this plume is thermal sub-

limation of warm water ice (or the plume is in

vapor pressure equilibrium with surface ice at its

source) and that this warm ice is visible to the

CIRS instrument (rather than being hidden in deep

fractures, for instance), we can constrain the

temperature of the plume source using the

observed thermal emission from the south pole.

The mean south polar radiance at 900 cmj1,

about 5 � 10j10 W cmj2 strj1 (cmj1)j1 (Fig.

2C), places an upper limit on the exposed area of

a high-temperature plume source at a given tem-

perature; thus, by using the vapor pressure curve

for water ice (34), these results also place an upper

limit to the sublimation rate from this source. The

UVIS escape rate can be reconciled with the ob-

served 900-cmj1 radiance only for plume source

temperatures of 180 K or higher. A 180 K plume

source would have an area of 28 km2, equivalent,

for instance, to a 50-m width along each of the

four È130-km-long tiger stripes (19), to produce

the UVIS lower limit H
2
O flux. 180 K is close to

the 173 K temperature of a water/ammonia

eutectic melt, a plausible cryovolcanic fluid within

Enceladus (14), but the correspondence may be

coincidental, because ammonia was not detected

in the plume by the INMS instrument (23). The

345-km2 area of the south polar warm material

(Fig. 2B) is consistent with all the warm material

being concentrated along the tiger stripes, with a

mean width for the warm material of È660 m,

roughly consistent with the widths inferred from

the high-resolution samples (Table 2).

The presence of these high temperatures at the

south pole of Enceladus is surprising. As described

above, the temperatures in many places are too

high to be caused by simple re-radiation of sunlight

absorbed at the surface. Very high subsurface

temperatures can, in theory, be produced by sub-

surface trapping of solar radiation—the so-called

solid-state greenhouse effect (35)—and might

generate warm gases that could escape along

fractures and form plumes, as has been proposed

for Neptune’s moon Triton (36). However, suf-

ficiently large temperature enhancements have

not been demonstrated in practice, and the asso-

ciation of the heat with obviously endogenic

geological features (19) also makes a solar heat-

ing origin unlikely. An endogenic heat source is

thus the most plausible explanation for the high

temperatures. Maximum available power from

radiogenic heat, assuming a chondritic composi-

tion for the nonice material in Enceladus, is about

0.1 GW (15), much smaller than observed. But

tidal heating might generate 10 to 100 times more

heat (37), which is comparable to the observed

value. It is also possible that Enceladus is in an

oscillatory state, as has been proposed for Io and

Europa (38). In that case, its eccentricity and tidal

heating rate may have recently been much higher,

and perhaps the moon is still cooling down from

that period.

The Cassini CIRS instrument has found that

Enceladus is radiating at least several gigawatts of

endogenic heat at temperatures of up to 145 K or

higher. Comparison with ISS images (39) shows

that most or all of the heat is concentrated along

surface troughs. These warm troughs are pre-

sumably the source of the vapor and dust plumes

seen by other Cassini instruments.
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53, 749 (2005).

18. J. Wisdom, Astron. J. 128, 484 (2004).

19. C. C. Porco et al., Science 311, 1393 (2006).

20. R. H. Brown et al., Science 311, 1425 (2006).

21. M. K. Dougherty et al., Science 311, 1406 (2006).

22. C. J. Hansen et al., Science 311, 1422 (2006).

23. J. H. Waite Jr. et al., Science 311, 1419 (2006).

24. R. L. Tokar et al., Science 311, 1409 (2006).

25. F. Spahn et al., Science 311, 1416 (2006).

26. M. Flasar et al., Space Sci. Rev. 115, 169 (2004).

27. R. Hanel et al., Science 215, 544 (1982).

28. Brightness temperature is the temperature of a blackbody

emitting the observed flux at the observed wavelength.

29. Thermal inertia, defined as
ffiffiffiffiffiffiffiffiffiffi
(krc)

p
, where k is the

thermal conductivity, r is the density, and c is the

specific heat, describes the ability of a surface to resist

temperature changes caused by changes in insolation.

30. B. Buratti, J. Veverka, Icarus 58, 254 (1984).

31. J. R. Spencer et al., in Pluto and Charon, S. A. Stern,

D. Tholen, Eds. (Univ. of Arizona Press, Tucson, AZ, 1997),

pp. 435–473.

32. A. S. McEwen, L. P. Keszthelyi, R. Lopes, P. M. Schenk,

J. R. Spencer, in Jupiter, the Planet, Satellites, and

Magnetosphere, F. Bagenal, T. Dowling, W. McKinnon,

Eds. (Cambridge Univ. Press, Cambridge, UK, 2004),

pp. 307–328.

33. J. Klinger, Science 209, 271 (1980).

34. C. E. Bryson, V. Cazcarra, L. L. Levenson, J. Chem. Eng.

Dat. 19, 107 (1974).

35. D. L. Matson, R. H. Brown, Icarus 77, 61 (1989).

36. R. H. Brown, R. L. Kirk, T. V. Johnson, L. A. Soderblom,

Science 250, 431 (1990).

37. L. Czechowski, paper presented at the 35th Committee on

Space Research (COSPAR) Scientific Assembly, Paris,

France, 18 July 2004.

38. H. Hussmann, T. Spohn, Icarus 171, 391 (2004).

39. CIRS and ISS are acknowledged in the codiscovery of the

correlation between the hot spots and the tiger stripe

fractures.

40. We acknowledge the invaluable support of the entire

Cassini science and engineering teams in making these

observations possible. The work was supported by the NASA

Cassini Project.

21 October 2005; accepted 5 January 2006

10.1126/science.1121661

SPECIALSECTION

www.sciencemag.org SCIENCE VOL 311 10 MARCH 2006 1405

http://www.sciencemag.org


REPORT

Identification of a Dynamic
Atmosphere at Enceladus with
the Cassini Magnetometer
M. K. Dougherty,1* K. K. Khurana,2 F. M. Neubauer,3 C. T. Russell,2 J. Saur,3

J. S. Leisner,2 M. E. Burton4

The Cassini magnetometer has detected the interaction of the magnetospheric plasma of Saturn

with an atmospheric plume at the icy moon Enceladus. This unanticipated finding, made on a

distant flyby, was subsequently confirmed during two follow-on flybys, one very close to Enceladus.

The magnetometer data are consistent with local outgassing activity via a plume from the surface

of the moon near its south pole, as confirmed by other Cassini instruments.

I
nterest has been high in Cassini_s obser-

vation of Saturn_s moon Enceladus because

of its possible contribution to the material

in the E ring. The first data were obtained dur-

ing a flyby on 17 February 2005 (day 48) with

a closest approach altitude of 1265 km. Mag-

netometer observations (1) from this flyby re-

vealed clear perturbations of the magnetic field,

indicating that the nearly corotating plasma flow

from Saturn with its frozen-in magnetic field

was slowing down near Enceladus and being

deflected around it. In addition, enhanced ion

cyclotron wave activity at the water group

gyrofrequency during the flyby indicated that

Enceladus is a major source of ions for the

magnetospheric plasma. A second flyby on 9

March 2005 (day 68) at an altitude of 500 km

confirmed both the draping and ion cyclotron

wave signatures, although clear differences

between the two passes were observed. This

discovery of substantial atmospheric/ion pickup

acting as an obstacle to the flow of magneto-

spheric plasma around Enceladus led to a

decision to decrease the altitude of the third

Cassini flyby on 14 July 2005 (day 195) to 173

km, enabling a more detailed study of this exotic

interaction by numerous onboard instruments

(2–6). We describe the observations from these

three flybys and offer an interpretation below.

The three Cassini flybys of Enceladus had

distinct and complementary trajectories (Fig. 1).

Data are shown according to the Enceladus In-

teraction Coordinate System (ENIS) aligned

with the expected direction of the corotational

flow (7). The first flyby was above Enceladus

at about 4.7 Enceladus radii (R
E
) on average

above the orbital plane (8). The second flyby was

below the moon at about 1.5 R
E
, and the third

flyby made a south-to-north cut as the spacecraft

flew by at closest approach of about 0.7 R
E
. On

the last two flybys, Cassini moved inbound

toward Saturn from upstream of Enceladus (as

measured relative to the corotational flow),

whereas on the first flyby it moved outbound.

All passes moved in the direction of corotation

(i.e., with increasing X in the ENIS system).

The magnetic field of Saturn at Enceladus is

325 nT due southward at the orbit of Enceladus.

The perturbations that were observed during the

three flybys are slight tilts of the field and a small

compression of the southward field. It is most

convenient for discussion to display only the per-

turbed field in the three directions (Fig. 1): B
X
in

the direction of the rotating planet, B
Y
toward

Saturn, and B
Z
northward. The magnetic field

perturbation on the first pass, day 48 of 2005,

extends over a broad region from about 5 R
E
in-

side Enceladus_ orbit to about 8 R
E
outside. The

negative X component of the perturbed magnetic

field is consistent with a slowdown of the flow

below the spacecraft. The positive Y deflection of

the field direction on the Saturn side and its neg-

ative Y deflection on the anti-Saturn side indicate

that there is some deflection to the flow on either

side of Enceladus. This signature indicates that the

magnetospheric plasma that corotated with Saturn

was slowed and deflected by an obstacle to the

flow. Such an obstacle could be provided by an

atmosphere in which ionization leads to mass load-

ing of the magnetized plasma near Enceladus. At

Enceladus one does not expect induction processes

to be important because the background magnetic

field has at most small deviations from axial sym-

metry. For a permanent dipole, a surface field

on the order of È1000 nT—as a result of rem-

anent magnetization or a dynamo field—would

be necessary to explain the first flyby observations.

Neither scenario is plausible when taking into

account the small size of Enceladus and its as-

sumed internal structure and chemistry. Indeed,

the second flyby observations were clearly incon-

sistent with the existence of a permanent dipole.

Hence, if we assume that an atmospheric in-

teraction is occurring that caused the first flyby

observations, then we may expect a scenario (Fig.

2) where Alfv2n wings (9, 10) above and below

the conducting obstacle are generated via cur-
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Fig. 1. (A) The three flyby trajecto-
ries in the (X, Y) plane of the ENIS
coordinate system, where X is along
the direction of corotational flow and
Y is positive toward Saturn; arrows
denote the flyby direction. Overlain
on the trajectories are the residuals
of the magnetic field (after the back-
ground magnetic field has been
removed from the data). The residu-
als are scaled such that 4.5 nT 0 2 R

E
.

(B) The three flyby trajectories in the
(X, Z) plane of the ENIS coordinate
system, where X is along the direction
of corotational flow and Z is along
Saturn’s spin axis; arrows denote the
flyby direction. Data are displayed as
in (A).
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rents that are driven through the atmosphere by

the motional electric field of the incident plasma

combined with the electric conductivity of the

atmosphere (which in turn results from elastic

collisions or ion pickup). The pickup process is

connected with mass loading and has a decelerat-

ing effect on the plasma. Initial modeling suggests

that the current flowing in the pickup region is on

the order of 105 A. Pickup is also the mechanism

that excites ion cyclotron waves. The electro-

magnetic coupling interaction between Jupiter

and its volcanic moon Io is a well-known

example of this type of interaction between a

large moving conductor and a magnetized plasma

(11, 12), although at Io the currents linking the

moon to Jupiter are up to 10 times as large. Ion

mass loading decelerates the plasma as slow-

moving, Enceladus-derived plasma is added to

the faster moving magnetospheric plasma. Be-

cause the slowing is greatest where the mass

loading is greatest, we would a priori expect the

greatest slowing in Enceladus_ orbital plane.

Because the upstream field is directed southward,

the B
X
or along-flow component of the draped

field will be negative in any plane above the

mass-loading region and positive in any plane

below that region (Fig. 2). In addition, above and

upstream of the mass-loading region, draping will

produce a positive B
Y
component on the Saturn-

ward side and a negative perturbation on the side

facing away from Saturn upstream of Enceladus

as the flow is decelerated to the sides of

Enceladus. Finally, the field would be compressed

in front of the obstacle where the magnetized

plasma flow has slowed. This compression

would appear mainly in the B
Z
component. On

the first flyby, with the Cassini spacecraft above

Enceladus, we see a negative B
X
, as expected,

with the change in the B
Y
perturbation (from

negative on the negative Y side and positive on

the positive Y side) indicating that the flow is

being slowed and diverted around Enceladus.

Moreover, the field is compressed, as expected

from an upstream flyby.

The far-field signature of the Alfv2n wing cur-

rent system that was observed by Cassini (without

actual penetration of the current-carrying wing)

cannot provide detailed information about the size

of the wing or the atmospheric source. Even for a

strong atmospheric interaction, the necessary diam-

eter of the atmospheric volume producing the

perturbations is by necessity larger than the body of

the satellite and needs to be at least on the order of

È4 R
E
. A recent plasma model (13) predicts an

even larger volume. This work suggests that a

sputtering-produced atmosphere at Enceladus

would not be sufficient to produce the observed

magnetic field perturbations, and hence an addi-

tional atmospheric source must have been oper-

ating. A region of about 8 R
E
is affected in front

of and to the side of the moon, consistent with a

large but weak interaction region. The magnetic

field perturbations are also consistent with the

conductor/atmospheric volume being south of the

spacecraft trajectory and downstream of it.

The second and third flyby data sets are not

as easily explained by the simple guidelines

used above. The second pass on day 68 is

below Enceladus (Fig. 1), and the region of

strongly perturbed field is noticeably smaller

and occurs inside of È3.5 R
E
. If the interaction

was symmetric around Enceladus, so that the

source of the slowdown was above the spacecraft,

Fig. 2. A schematic showing the expected draping behavior of magnetic field lines, denoted by B
in the vicinity of a large conducting obstacle. The left and right panels show the (X, Z) and (Y, Z)
planes of the ENIS coordinate system, respectively. The inflowing corotating Saturn plasma (with
velocity V) is slowed down with the field being draped around the obstacle. Field lines are dashed
where they are moving through the conducting body.

Fig. 3. Magnetic field data from the close flyby on day 195 in the ENIS coordinate system. The
three components of the magnetic field and the absolute value of the field magnitude are shown.
The clear perturbation in the magnetic field due to the interaction with Enceladus is clearly visible.
Details of the spacecraft trajectory are listed beneath the plot; R is the radial distance of the Cassini
spacecraft away from Enceladus.
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then the perturbation vectors should be reversed

relative to those of day 48. Outbound from about

Y 0 3 R
E
, this is true. However, inbound be-

fore Y 0 0 R
E
, this is only partially true; B

Y
ap-

pears to be in the direction for deflection around

Enceladus above Cassini, but the B
X
component

is in the direction of slowdown below Cassini.

Thus, the second flyby reveals a more complex

picture. Because the major perturbation in the

field appears to be in the negative B
X
direction,

the source is south of the spacecraft, even though

the spacecraft itself is south of Enceladus. This

implies the existence of a perhaps narrower pick-

up region extending southward, possibly due to

an outgassing polar plume.

The implications of these findings, linked with

the clear evidence from Voyager observations of

endogenic geological activity (14) and specula-

tions of outgassing or geyser-type activity, led to

the decision to substantially decrease the altitude of

the next Enceladus flyby. This took place on day

195 at 173 km. In the ENIS coordinate system,

with the largest perturbation occurring in the B
X

component, a sharp corner is seen in the mini-

mum before closest approach (Fig. 3). These

sharp gradients in the field suggest that the space-

craft may have crossed a current boundary during

this time, perhaps even an entry into the atmo-

spheric plume/ionosphere. The data on this en-

counter need to be visualized in three dimensions

because the trajectory moves very rapidly in Z

during the encounter. It can clearly be seen

(Fig. 1) that the perturbation vectors are almost

identical to those of day 68 despite the rapid

motion in Z. The B
X
perturbation is that of a

slowdown in the flow below the spacecraft (while

Cassini is in turn well below the orbital plane of

Enceladus). Hence, the outgassing source must by

necessity be at high southern latitudes well below

the orbital plane. This is consistent with the real-

ization that a neutral atmosphere at Enceladus is

not strongly gravitationally bound for normal

temperatures and will be even weaker for the high

temperatures detected by observations (2, 3) in

the tiger stripes (4) near the south pole. However,

this is not the complete story, because the B
Y

perturbation is that of a deflection in Y around

Enceladus but above Cassini. In other words, the

perturbation in B
Y
is 90- from what one would

expect for a simple draping-type signature.

Ion cyclotron waves oscillating near the gyro-

frequencies of water-group ions have been ob-

served on nearly every Cassini orbit between 3.5

and 7 R
S
(15). During the three close encounters

of Enceladus, however, the waves changed in

character as the spacecraft approached the moon.

Near the orbit of Enceladus, the water-group

waves nominally have amplitudes of È0.25 nT.

On each of the three flyby days, the wave ampli-

tude began to increase above the background

some 35 R
E
away. On the first flyby, the am-

plitude rose to 0.72 nT at closest approach and

continued increasing outbound from Enceladus.

On the second flyby, the amplitude at closest

approach was 0.34 nT; on the third flyby, the

amplitude increased to a maximum of 0.55 nT

but decreased to 0.32 nT at closest approach.

Because wave growth increases as pickup rate

and background flow speed increase, the observed

decrease on day 195may result from a decrease in

either the pickup rate or the velocity of the pickup.

However, because we expect the pickup rate to

monotonically increase as Enceladus is ap-

proached, we believe the decrease in wave am-

plitude signals a slowdown in the plasma flownear

the moon. The subsolar latitude on Enceladus is

about 20-S, but it has been shown (16) that charge

exchange and electron impacts, not photoioniza-

tion, would be the dominant forms of ionization

(by two orders of magnitude). Therefore, any

variation of wave amplitudes between the different

flybys is more easily attributed to variations in the

moon_s neutral cloudmorphology, the background

plasma, and the spacecraft location relative to the

flow than to any photoionization effects. The

energy of an Enceladus pickup ion varies as the

square of the relative velocities between the plas-

ma and the neutrals, with about half of the energy

of the pickup ion being available for wave gen-

eration (17). Thus, by measuring the electromag-

netic energy flux of the ion cyclotron waves, we

can estimate the energy flow into the picked-up

ions and hence the mass addition rate. For exam-

ple, with the wave amplitude on the first flyby, the

production rate near Enceladus can be estimated to

be about 8 times the rate observed in the E ring far

from the moon. This mass addition rate varies be-

tween flybys, both near and far from Enceladus.

The Cassini magnetometer data from the three

recent flybys of Enceladus are consistent with the

other Cassini instrument analyses of the existence

of an outgassing plume near the south pole of the

moon (Fig. 4). The magnetic field observations

from the first flyby are most readily interpreted in

terms of an atmospheric interaction in which ions

are picked up and the flow is slowed down and

deflected around Enceladus. In the second and

third flybys, the major perturbations that are ob-

served are compatible with a source south of the

spacecraft; the narrower extent of the perturbed

region is consistent with an outgassing plume

close to the south pole of Enceladus, with neutrals

being ejected radially away. The B
X
signature is

consistent in all three flybys but is more concen-

trated in extent in the second two flybys, as one

might expect if the plume is expanding away

from cracks in the surface of the moon. The B
Z

perturbations simply reflect the compression in

the magnetic field, with the field compressing so

as to slow and deflect the flow. The B
Y
pertur-

bations in the latter two flybys are rather more

difficult to interpret and will require detailed

modeling work to better understand them.

The magnetic field measurements, together

with the Ultraviolet Imaging Spectrograph occul-

tation observations (5) from all three flybys,

suggest appreciable temporal variations in the at-

mospheric plume on a time scale of months. The

field results are consistent with the plume loca-

tion obtained from other observations (2, 3, 6):

The plume is emitted from the tiger stripes or

cracks on the surface close to the south pole (4).

Initial numerical simulations based on (13)

quantitatively confirm our qualitative conclusions.

The simulations clearly indicate that the cause of

the field perturbations is an atmospheric plume

originating near the south pole of Enceladus.

They also show that the neutral atmosphere that is

generated is a dynamic one. Data from the first

flyby require a spatially broadly distributed at-

mosphere on the scales of R
E
, and because the

flyby was well north of Enceladus itself, the

observations were unable to place constraints on

the latitudinal extent of the atmosphere. The last

two flybys were much closer to Enceladus and

hence could be much more constraining, indicat-

ing the source of the magnetic field perturbations

to be an atmospheric plume near the south pole of

Enceladus. In addition, observations made at the

last two flybys are inconsistent with the broadly

distributed neutral cloud and suggest the existence

of a much narrower plume, confirming the dynam-

ic nature of the atmosphere. The dynamic nature

of the Enceladus neutral cloud is also consistent

with the large variation of neutrals observed re-

Fig. 4. A schematic (where Saturn
and Enceladus are not to scale)
showing the corotating Saturn
magnetic field and plasma being
perturbed by the neutral cloud
that is produced by a polar plume
generated close to the south pole
of Enceladus. This scenario fits the
second two flyby observations.
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motely (18). This substantial neutral source from

Enceladus may go some way toward answering

one of the outstanding questions regarding our

understanding of Saturn_s magnetosphere: What is

the missing source of the large densities of water

and its derivatives that are observed?
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The Interaction of the Atmosphere of
Enceladus with Saturn’s Plasma
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During the 14 July 2005 encounter of Cassini with Enceladus, the Cassini Plasma Spectrometer

measured strong deflections in the corotating ion flow, commencing at least 27 Enceladus radii

(27 � 252.1 kilometers) from Enceladus. The Cassini Radio and Plasma Wave Science instrument

inferred little plasma density increase near Enceladus. These data are consistent with ion formation

via charge exchange and pickup by Saturn’s magnetic field. The charge exchange occurs between

neutrals in the Enceladus atmosphere and corotating ions in Saturn’s inner magnetosphere. Pickup

ions are observed near Enceladus, and a total mass loading rate of about 100 kilograms per second

(3 � 1027 H
2
O molecules per second) is inferred.

E
nceladus sits in an OH cloud, or torus,

around Saturn that was originally detected

by the Hubble Space Telescope (1). This

cloud extends from about 3 to 8 Saturn radii

E1 R
S
(Saturn_s radius) 0 60,268 km^ with

maximum concentration (È103 cmj3) inferred

near the orbit of Enceladus (3.95 R
S
). The OH

cloud is produced by dissociation of H
2
O, and

although the peak concentration suggested that

the largest source of water molecules was in the

region near the orbit of Enceladus, the nature of

this source was unknown. Models indicate that

the source region near 4 R
S
must provide È80%

of the total OH source, estimated to be È0.4 �

1028 to 1 � 1028 H
2
O molecules s–1 (2, 3).

On 14 July 2005, the Cassini spacecraft

passed within 168.2 km of Enceladus, through

the cloud of neutrals and plasma (Fig. 1). The

orbital speed of Enceladus is 12.6 km s–1,

whereas the thermal plasma corotates with

Saturn at 39 km s–1 near Enceladus. Thus, the

corotating plasma overtakes Enceladus, forming

a corotational wake in the positive azimuthal

direction at a speed of 26.4 km s–1. Cassini

passed upstream of this wake (Fig. 1B). A strong

enhancement in the flux of plasma ions was

detected by the Cassini Plasma Spectrometer

(CAPS) (4) in two time intervals (Fig. 1) be-

tween t
1
0 19:41 UT and t

2
0 19:46 UT and

between t
3
0 20:04 UT and t

4
0 20:26 UT.

Another Cassini instrument, the Radio and

Plasma Wave Science (RPWS) instrument (5),

measured electric field fluctuations as a function

of frequency and time during the Enceladus

encounter (Fig. 2). We consider first the RPWS

data and then return to the CAPS data. RPWS

provides an estimate of the total electron density,

N
e
, at Cassini from the measured frequency of the

upper hybrid resonance band (Fig. 2). This

frequency is a known function of both the mag-

netic field strength (6) and the total electron den-

sity. The emission observed near the upper hybrid

resonance frequency is complex, with a smoothly

varying narrowband emission at low frequencies

and a more sporadic broadband extension to

higher frequencies (Fig. 2). We assume that the

narrowband relative maximum in the peak near

the bottom of this complex line is the upper hy-

brid band and that the broadband extension to

higher frequencies is a thermal plasma effect. The

upper hybrid band indicates that the total electron

density, shown approximately by the right-hand

scale, smoothly increases from about 45 cmj3 at

19:30 UT to about 70 cmj3 at 20:04 UT. There

is a short period close to Enceladus when the

narrowband emission is not identifiable, likely

due to dust particles hitting the spacecraft. During

this time, it is not possible for RPWS to precisely

determine the electron density, although there does

not appear to be evidence for a substantial increase

in the density (9È20%) at closest approach.

The study uses electron spectrometer, ELS,

and ionmass spectrometer, IMS, data fromCAPS
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Fig. 1. Periods of CAPS-
measured enhanced ion
flux along the Cassini
spacecraft trajectory dur-
ing the close encounter
of Enceladus on 14 July
2005. (A) An Enceladus-
centered cylindrical coor-
dinate system with the
vertical axis in the direc-
tion of Saturn’s spin axis
and the horizontal axis
the perpendicular dis-
tance from Enceladus
(1 R

E
0 252.1 km). (B)

A projection into the
equatorial plane with
the radial coordinate
positive toward Saturn
and the azimuthal co-
ordinate positive in the direction of corotation.
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(4), with the penetrating radiation background

removed (Fig. 3). Looking first at the electron

counting rate as a function of energy and time,

summed over the ELS field of view and un-

corrected for spacecraft potential (Fig. 3A), two

electron populations are visible: a Bcold[ (È2 to

3 eV) population with peak counts near A and a

Bhot[ (È20 eV) population with peak counts

near B. During the encounter with Enceladus,

the spacecraft potential is less than the ELS

minimum energy, making electron density and

temperature extraction difficult. However, con-

straining the ELS data with the RPWS total

electron density (Fig. 2), the spacecraft potential

is È–2 V, and the densities and the tempera-

tures of cold and hot electron components are

N
c
0 70.3 cmj3 and T

c
0 1.35 eV and N

h
0 0.2

cmj3 and T
h
0 12.5 eV, respectively. During

the time interval from 19:30 to 20:30 UT, N
c

and T
c
vary by È40% and È20% respectively.

Next we consider the IMS ion counting rate as

a function of energy and time (Fig. 3B). Although

enhanced ion flux is observed throughout the

encounter, a slowing and deflection of the ion

flow velocity is observed when CAPS viewing is

favorable, before closest approach (between 19:41

and 19:46 UT) and also after closest approach

(between 20:14 and 20:26 UT). The ion compo-

sition can be obtained by IMS time-of-flight

techniques (Fig. 3C) throughout the encounter,

with water group ions Oþ, OHþ, H
2
Oþ, and

H
3
Oþ detected.

To extract ion plasma moments, we used a

forwardmodel of IMSwith the ions assumed to be

Oþ and with phase space density a convected

isotropic maxwellian. The free parameters in the

model are ion temperature and two components

of the ion flow velocity (radial and azimuthal).

The ion temperature obtained from this procedure

is È35 eV away from Enceladus (at 19:41 and

20:26 UT) and decreases to È15 eV closer to

Enceladus (at 19:46 UT). The temperature away

from Enceladus is consistent with previous CAPS

results (7); the temperature further in is a rough

estimate given the assumption of a single ion com-

ponent (Oþ) with isotropic phase space density.

The ion flow velocity is constrained to lie in

Saturn_s equatorial plane, and the total ion density

is constrained to equal the RPWS total electron

density (Fig. 2). In Fig. 4, the ion flow velocity (red

vectors) is plotted on the Cassini trajectory (Fig.

1B). Also shown for reference is the ion flow

velocity for rigid corotation andmodel flow stream-

lines discussed below. Themeasured flow is slowed

and deflected from the corotation direction at least

27Enceladus radii (R
E
; 1 R

E
0 252.1 km) from the

moon (at the start of the inbound segment), and at

a distance of 57 R
E
(near the end of the outbound

segment) the flow is mostly in the azimuthal

direction with a smaller radial component.

Although viewing was not optimum, IMS

also provided a direct observation of water group

ion pickup near closest approach to Enceladus via

a distinctive ion velocity-space distribution. In ion

pickup, a newborn ion has the velocity of its

parent neutral, but by virtue of its acquired elec-

trical charge it experiences the electric field asso-

ciated with the magnetospheric plasma flowing

relative to the neutral-gas reference frame. The ion

is accelerated by this electric field and by the

ambient magnetic field such that it subsequently

executes a cycloidal motion, which may be de-

scribed as a circular gyration about amagnetic field

line that is moving with the plasma flow velocity.

In velocity space, the pickup ions exhibit a charac-

teristic signature: a ring-shaped peak in phase

space density centered on the local bulk flow

velocity and with a radius equal to the flow speed

at the point of ionization (Fig. 5). The ions de-

tected by IMS are consistent with the distribu-

tion expected for pickup into plasma, flowing at

17.5 km s–1 with respect to the neutrals and subse-

quently slowing to 14 km s–1 at the observation

point. This is well below the relative corotation-

Fig. 2. Data from the Cassini RPWS instrument illustrating the electric
field spectral density as a function of frequency and time on 14 July
2005. Upper hybrid, whistler mode, and electron cyclotron harmonic
emissions are measured by RPWS, as is common in Saturn’s inner

magnetosphere. Closest approach to Enceladus occurs at 19:55 UT. The
upper hybrid emission (f

UH
) is a known function of the total electron

density and magnetic field strength, yielding the electron density
denoted in the upper right. LT is local time.
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al speed at Enceladus of 26.4 km s–1 and more

characteristic of the strongly slowed and de-

flected flow in the near vicinity of the satellite.

This distribution indicates that the ion pickup

rate increases substantially near Enceladus.

The initial quantitative interpretation of the

plasma flow velocity deflections (Fig. 4) uses a

modified version of an electrodynamics mod-

el originally developed for Jupiter_s moon Io

(8). Compared with Io, plasma deflection at

Enceladus occurs much farther from the moon,

indicating an extended neutral gas cloud with

mass loading distributed over a large volume.

The mass-loading rate is taken to be proportional

to the neutral density (9), assumed in the model

to vary as the inverse square of distance from

Enceladus. The model solutions (indicated by the

green flow contours in Fig. 4) are determined by

the ratio of total mass-loading rate to the Pedersen

conductance assumed for Saturn_s ionosphere.

The latter quantity is not well constrained observa-

tionally, but scaling from the case of Jupiter (10)

suggests a value of È0.1 to 1 S. If we adopt the

lower value, the measured flow deflections

roughly imply a total mass-loading rate of È3 �

1027 H
2
O/s (È100 kg/s), comparable to the rate

that has been independently estimated (2, 3) to

be required to supply the remotely observed OH

cloud. A larger conductance (11) would imply a

correspondingly larger mass-loading rate.

The RPWS data (Fig. 2) do not indicate a

substantial increase in plasma density near

Enceladus, requiring that charge exchange be

the dominant mass-loading process. Further sup-

port is obtained from the RPWS electron den-

sities, ELS electron temperatures, and IMS ion

flow speeds. These data indicate that the lifetime

of a water molecule to electron impact ionization

near Enceladus is an order of magnitude larger

than the charge exchange lifetime. In addition, the

ultraviolet photoionization lifetime is two orders

of magnitude larger than the charge exchange

Fig. 4. Plot of theCassini
trajectory and ion flow
velocities obtained from
IMS (Fig. 3). IMS viewing
in the radial direction is
poor for about 10 min
after t

3
. The plasma flow

is slowed and deflected
over a large volume
extending more than 30
R
E
from Enceladus. Model

streamlines (green con-
tours) indicate a total
mass-loading rate of
È100 kg s–1 (3 � 1027

H
2
O molecules s–1) times

S/(0.1 S), where S is Sat-
urn’s ionospheric Peder-
sen conductance.

Fig. 3. Data from the CAPS
on 14 July 2005. (A) Elec-
tron counting data from
ELS. Cold and hot electron
components are detected
with peak counts near A
and B. (B) Ion counting
data from IMS, with the
slowing of the ion flow
evident between t

1
and t

2
.

(C) Individual water group
(Oþ, OHþ, H

2
Oþ, H

3
Oþ)

ion densities divided by the
total water group ion densi-
ty, obtained from IMS time-
of-flight measurements. The
reduced c2 for the compo-
sition fits averages to 8.5
for Oþ, 33.9 for OHþ, 8.1
for H

2
Oþ, and 8.0 for

H
3
Oþ. Thus the confidence

in the fits is very good for
all ions except OHþ, for
which it is fair. The uncer-
tainty in the fit is domi-
nated by the choice of
model function, not statis-
tics. The 1-s relative uncer-
tainties in the densities run
between 2 and 3%.
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lifetime. Charge exchange is a process in which a

fast ion captures an electron from a slow neutral

in the vicinity of Enceladus. It produces, on aver-

age, a fast neutral and a slow ion. After such an

interaction, the local ion density does not change,

but the rotating fields pick up and accelerate the

ion, producing the observed mass loading. The

charge exchange process described here produces

an enormous expansion of the Enceladus cloud

by creating the energetic neutrals (12) that are

required to describe the large-scale OH cloud

observed by the Hubble Space Telescope.
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REPORT

Enceladus’ Varying Imprint on the
Magnetosphere of Saturn
G. H. Jones,1* E. Roussos,1 N. Krupp,1 C. Paranicas,2 J. Woch,1 A. Lagg,1 D. G. Mitchell,2

S. M. Krimigis,2 M. K. Dougherty3

The bombardment of Saturn’s moon Enceladus by 920–kiloelectron volt magnetospheric particles

causes particle flux depletions in regions magnetically connected to its orbit. Irrespective of

magnetospheric activity, proton depletions are persistent, whereas electron depletions are quickly erased

by magnetospheric processes. Observations of these signatures by Cassini’s Magnetospheric Imaging

Instrument allow remote monitoring of Enceladus’ gas and dust environments. This reveals substantial

outgassing variability at the moon and suggests increased dust concentrations at its Lagrange points.

The characteristics of the particle depletions additionally provide key radial diffusion coefficients for

energetic electrons and an independent measure of the inner magnetosphere’s rotation velocity.

T
he importance of interactions between the

Kronian magnetosphere and the Enceladus/

E-ring system is becoming increasingly

apparent. Saturn_s inner magnetosphere is awash

with ionized components of water (1) that

probably originate at the E-ring (2) and, as re-

cently confirmed, ultimately at Enceladus itself

(3, 4). This material substantially alters the inner

Kronian magnetosphere, being analogous in sev-

eral respects to the volcanic material from Io that

shapes Jupiter_s magnetosphere. Previous obser-

vations of the Enceladus-magnetosphere interac-

tion region by Pioneer 11 and Voyager 2 (5), at

3.950 Saturn radii (R
S
) from the planet (6), totaled

four crossings of saturnian magnetic field lines that

intersect Enceladus_ orbit, i.e., the moon_s L-shell.

During July 2004 to October 2005, Cassini

performed 30 such L-shell crossings, providing a

wealth of information on the magnetospheric

effects of the moon and the E-ring core through

the Low Energy Magnetospheric Measurement

System (LEMMS) (7) of the Magnetospheric

Imaging Instrument (MIMI). LEMMS uses

semiconductor detectors to measure ion and

electron fluxes in the energy ranges of 20 keV

to 60 MeV and 20 keV to 5 MeV, respectively,

usually at a 5.65-s resolution. As well as being

ion sources, Enceladus and the E-ring are im-

portant sinks for saturnian radiation-belt par-

ticles. Brown and collaborators (8) consider the

consequences of energetic-particle bombardment

for the moon_s surface chemistry. Here, we

report expanded observations of the reciprocal

processes: Enceladus_ effect on the energetic-

particle population and the remote sensing of

substantial variability in its outgassing rate. The

latter_s changing effect on energetic particles

may have important implications for the inferred

age of the moon_s radiation-weathered surface.

Within the radiation belts, low-energy mag-

netospheric plasma corotates almost rigidly with

Saturn (1). Within the LEMMS energy range,

gradient and curvature drifts are pronounced: Pos-

itive ions drift azimuthally in the sense of co-

rotation, and electrons in the opposite direction.

Low-energy electrons counterdrift slowly enough

to maintain a net motion in the corotation direc-

Fig. 5. Ring velocity-space
distribution observed by IMS
near Enceladus. The plane
of the figure represents a
slice through the spacecraft-
centered velocity-space distri-
bution essentially perpendicu-
lar to the magnetic field and
measured 114 s before closest
approach (19:53:26 UT at 4.2
R
E
). The V

x
direction points

toward Saturn and the Vy direc-
tion is in the azimuthal direction
about Saturn, positive in the
westward direction. Phase
space density (PSD) is in units
of 10j6 s3 mj6. The circle
shows the locus in velocity
space that would be occupied
by ions that were picked up in a 17.5 km s–1 flow that is presently flowing at 14 km/s in the –V

y
direction relative

to Cassini. The plots on the inclined baselines show the PSD in two different directions, at gyrophase angles of
È165- and È–45- relative to the V

x
axis and at È110- and 95- from the magnetic field direction. In both

directions, the peaks in the PSD occur at a velocity consistent with the ring location as shown. This ring-type distribution
constitutes direct evidence for ion pickup in the slower flows that characterize the near-Enceladus environment.
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tion. However, electrons above the 1.082-MeV

resonant energy (9) drift rapidly enough to flow

past Enceladus in the direction opposing the

moon_s motion (Fig. 1). When swept up by

Enceladus, ions and low-energy electrons there-

fore form a wake downstream in the corotation

flow, leading the moon_s orbital motion, whereas

electrons above the resonant energy form a wake

upstream, trailing the orbital motion. At all ener-

gies, these wakes, termed microsignatures, con-

tinue drifting in the same L-shell and direction

and at the same velocity as the predepletion plas-

ma. Because microsignatures are primarily re-

filled by radial diffusion, their longevity mainly

depends on the diffusion rate, with contributions

to the signatures_ erosion coming from other mag-

netospheric processes such as injection events,

energy dispersion, and pitch-angle diffusion.

Electron microsignatures are expected to be

sharp and deep near an electromagnetically inert

moon, with radial extents equaling the moon_s

diameter. Radial diffusion should broaden and

flatten these features with increasing longitudinal

separation. High-energy electron signatures agree

very well with this picture (Fig. 2). Low-energy

microsignatures, however, vary considerably with

distance from Enceladus, both in profile and depth;

several processes could be responsible. Saturn_s

magnetic field drapes around the enceladian

atmosphere (10). Low-energy electrons sensitive

to magnetic field perturbations can be guided

around the moon, evading absorption. This forms

a narrower, less evacuated wake, possibly

asymmetrical due to nonisotropic material outflow

from Enceladus. Extended clouds of expelled ice

particles and neutral gas would also obstruct

electrons. Waves generated by the pickup of fresh

ions originating at Enceladus and the E-ring would

also increase pitch-angle diffusion rates consider-

ably. We suggest that the electron signatures_

breadth and variable depths signify changes on

time scales of days or weeks in Enceladus_

ionosphere, the E-ring itself, or the ring_s neutral

gas torus. This variability is consistent with other

Cassini observations (11) and ground-based E-ring

observations (12). Whatever the immediate reason

for the signatures_ changes, variability in the

Enceladian vents is probably their ultimate cause.

No downstream electron microsignatures have

been seen at separations greater than È80-, indi-

cating large diffusion coefficients at these energies

or considerable evasion of flux absorption through

ionospheric flow deflection. Tethys microsigna-

tures persist over greater longitude ranges (13, 14).

One possible reason for this difference is the

extensive Enceladus/E-ring neutral gas torus,

which could diminish the relative depth of the

moon_s own microsignature through electron col-

lisions with neutral species. No ion microsigna-

tures were observed, which is explainable by their

shallowness: 0.1- to 1-MeV ions have only a 13

to 18% probability of collision with Enceladus

(15). Upstream energetic electron microsigna-

tures, including those of the close flybys on days

48, 68, and 195 of 2005 (4), consistently behave

as if Enceladus is insulating and atmosphere free.

These electrons may have sufficient energy to

penetrate the ionospheric obstacle.

Electrons above the resonant energy are

therefore lost in a predictable, steadyway, whereas

outgassing levels apparently influence lower

energy electron signatures. All the close flybys to

date have been upstream of Enceladus; an

appraisal of the atmosphere_s influence on the

structure of low-energy electron wakes requires

future close downstream passes.

The close-flyby data (Fig. 3), combined with

observations of numerous upstream microsig-

natures, offer a resource to calculate energetic

electron radial diffusion coefficients, D
LL

(16).

LEMMS data reveal a narrow energy range (Fig.

3C) within the microsignature where the flux

transitions from È20% of the surrounding value

to near zero. The latter region is the actual en-

ergetic electron wake, and the partial decrease

marks a reduction in penetrating radiation, i.e.,

background flux (13). The transition therefore de-

notes the electron resonant energy, which we find

to be 0.75 T 0.03 MeV for 90- pitch angles; the

value for rigid corotation is 1.082 MeV.

The resonant energy yields, through a pre-

viously unused technique (17), a cold plasma

corotation angular velocity, W (18), of (1.39 T

0.03) � 10j4 radIsj1. This is 85 T 2% of the

planetary rotation angular velocity (19), the dif-

ference almost undoubtedly being due to mass

loading of the magnetosphere by ionized neutral

gas. The inferred corotation frequency agrees

with theory (20), Voyager studies (21), and other

Fig. 1. An overview of the particle-moon interactions, looking toward Saturn at the orbit of
Enceladus, and a broader view providing context. (A) High-energy particles can be lost from the
magnetosphere through collisions with the moon’s surface (a), with scattering E-ring dust particles
(b), and with neutral gas originating at Enceladus or outgassed from E-ring particles (c). Because
the corotating plasma’s angular velocity (red arrow; 38.6 km sj1) exceeds that of Enceladus (12 km
sj1), this material continuously overtakes the moon (27). (B) The bounce motion of trapped
particles allows microsignature observations all along magnetic field lines that pass close to
Enceladus. Displayed in red is a portion of the volume occupied by energetic electron mi-
crosignatures, upstream of the moon in the corotation flow.
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Cassini results (22). Using this W value and the

method of (23) yields D
LL

0 (2.0 T 0.5) � 10j8

R
S
2 sj1 for energies of 0.98 to 3.28 MeV. This

value is fully consistent, at least in radial extent,

with the signature observed by Voyager 2 when

20- upstream of Enceladus (5) and is equivalent

to a 1.5-MeV wake refilling in 14.5 to 15.5 hours.

The abovemethod only sets an upperD
LL

limit

for low-energy electrons, because Enceladus and

the E-ring are a complex combined obstacle for

these particles, with large variations in profiles

responding to changes at both the moon and ring.

Using the cleanest signatures (Fig. 2, B and C),

we find this upper limit to be (9.0 T 0.2) � 10j9

R
S
2 sj1. The locations of these signatures suggest

a maximum observed wake lifetime of È5 hours

for 20- to 100-keV electrons. If radial diffusion

alone refilled these signatures, they should

survive for È16 to 20 hours. Another process,

probably ion pickup-related pitch-angle diffu-

sion, therefore increases the refilling rate.

Enceladus_ microsignatures are time- and

longitude-dependent. The moon_s longitude- and

time-averaged effects on particles_ radial distribu-

tion, termed macrosignatures, are also detected.

Flux decreases in 913-MeV ions near Enceladus_

L-shell are observed equally well all around the

moon_s orbit (Fig. 4). The macrosignature_s radial

breadth initially suggests that an obstacle more

extended than Enceladus is presented to the high-

energy protons; ring material is an established

Fig. 2. Electron microsigna-
tures of Enceladus (in normal-
ized counts per second, CPS)
observed during Cassini’s first
14 months at Saturn. (A to F)
Low-energy microsignatures,
downstream of Enceladus in
the corotational flow. (G to L)
Upstream microsignatures,
above the resonant energy, with
(J) to (L) showing the three
close flybys. The center panel
shows each event’s longitudinal
separation from Enceladus. Tri-
angles denote observed micro-
signatures, diamonds show
crossings where data gaps or
spacecraft rotations preclude
interpretation, and squares de-
note periods during which no
microsignature was observed in
the available data. In the latter
cases, a microsignature may
possibly have been present
but could not be observed
due to inappropriate LEMMS
pitch-angle coverage. The
depths and radial extents of downstream microsignatures are not in
accord with their longitudinal separations. Several microsignatures, e.g.,
(A), are flanked by a broad flux decrease. (A), which has the broadest
observed width (È16,000 km), was observed when Enceladus was
definitely outgassing (3). The lack of identified microsignatures

between (G) and (H) is probably due to the low fluxes involved;
magnetospheric perturbations can easily mask such weak signatures.
All events except (E) were located closer to Saturn than expected. This
inward electron drift is consistent with flow diversion within a magnetic
pileup region (28).

Fig. 3. Electron fluxes during Cassini’s closest
approaches to Enceladus to date, labeled by year
and day of year. The views look south onto the
equatorial plane (A), and along the corotation flow
(B). The coordinate system has X pointing away
from Saturn, Y along Enceladus’ orbital motion,
and Z completing the right-handed set. Scales are
in units of Enceladus radii; 1 R

E
0 252.1 km. (C)

Electron spectrogram of the closest, 2005 flyby at
an altitude of 168.2 km. Almost complete flux
depletion is seen above the resonant energy.

C A S S I N I A T E N C E L A D U S

10 MARCH 2006 VOL 311 SCIENCE www.sciencemag.org1414

http://www.sciencemag.org


sink for energetic particles Ee.g., (24)^. However,

it should be noted that at these energies, the ions_

large gyroradii may, at least partially, be respon-

sible for the wide macrosignatures, i.e., particles

whose guiding centers of gyration pass far from

Enceladus can still strike the moon. For a

macrosignature to be as persistently deep as

observed all around Enceladus_ orbit, the proton

wakes_ refilling rate must be slower than the

particles_ rate of reencounter with the moon.

Because ion gradient and curvature drifts are in

the corotation direction, moon revisit periods are

È1 hour for 10-MeV protons and È16 hours for

the cold plasma, explaining why no low-energy

ion macrosignature is observed.

Larger E-ring particles may concentrate near

the stable Lagrange points, 60- in longitude from

Enceladus. Before Saturn orbit insertion, Cassini

crossed Enceladus_ L-shell at 66.0- from themoon

(Fig. 4C) and observed an electron pitch-angle

distribution consistent with particle absorption by

dust and/or by neutral gas originating at the dust,

as predicted (25). The L-shell was recrossed a

few hours later at 150.8- behind the moon, but

showed no 90- pitch-angle depletion. Confine-

ment of the Lagrange point depletion to a narrow

pitch-angle range suggests that it was primarily

caused by dust, not by Enceladus itself. This great

variation in particle behavior suggests that the

density number of E-ring dust at Enceladus_ orbit

varies azimuthally. The Lagrange points may be

particularly dense regions (26). The large varia-

bility in the downstream electron microsignatures

suggests that dust may play a major role in their

formation. Indeed, their profiles suggest that they

decay within a few tens of degrees; Voyager 2

saw no microsignature when only 30- down-

stream (5). E-ring dust and the associated gas

torus may occasionally sustain and enhance the

microsignature profiles by decreasing the electron

diffusion rates and providing additional sinks for

the electrons that remain in the moon_s wake.
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Fig. 4. High-energy proton macrosignatures and the E-ring’s variable effects on electron pitch-angle
distributions. (A) MIMI proton fluxes (13 to 25 MeV) on crossing Enceladus’ L-shell, mapped onto the
equatorial plane. The trajectories are plotted in a frame rotating about Saturn with Enceladus. (B) A typical
energetic proton macrosignature profile, covering a radial distance ofÈ0.7 R

S
. The edge-to-edge effective

absorption region equals the satellite diameter plus four ion gyroradii. This region is shown for 25-MeV
protons and H

2
Oþ ions (blue bars). (C) Smoothed low-energy electron pitch-angle distributions at 66.0-

ahead of and 150.8- behind Enceladus.
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Cassini Dust Measurements at
Enceladus and Implications for the
Origin of the E Ring
Frank Spahn,1 Jürgen Schmidt,1* Nicole Albers,1 Marcel Hörning,1 Martin Makuch,1

Martin Seiß,1 Sascha Kempf,2 Ralf Srama,2 Valeri Dikarev,2,3 Stefan Helfert,2

Georg Moragas-Klostermeyer,2 Alexander V. Krivov,3 Miodrag Sremčević,5

Anthony J. Tuzzolino,6 Thanasis Economou,6 Eberhard Grün2,4

During Cassini’s close flyby of Enceladus on 14 July 2005, the High Rate Detector of the Cosmic

Dust Analyzer registered micron-sized dust particles enveloping this satellite. The dust impact rate

peaked about 1 minute before the closest approach of the spacecraft to the moon. This asymmetric

signature is consistent with a locally enhanced dust production in the south polar region of

Enceladus. Other Cassini experiments revealed evidence for geophysical activities near Enceladus’

south pole: a high surface temperature and a release of water gas. Production or release of dust

particles related to these processes may provide the dominant source of Saturn’s E ring.

T
he tenuous E ring is the outermost and

largest ring in the saturnian system,

consisting of particles with a peak size

between 0.3 and 3 mm (1). The highest density

of the E ring and its smallest vertical extent are

both observed close to the orbit of Enceladus

(1, 2), which favors this moon as the main source

of that faint ring. In situ dust measurements

at Enceladus with the dust detector aboard the

Cassini spacecraft offer the unique opportunity

to learn about this satellite and about dust-

production processes at its surface and, ulti-

mately, to shed light on the origin of the E ring.

We report on measurements carried out with

the High Rate Detector (HRD) of the Cosmic

Dust Analyzer (CDA) during the flyby of

Enceladus on 14 July 2005. The detector consists

of two thin (28 mm and 6 mm) polyvenylidene

fluoride sensorswith cross sections of 50 cm2 and

10 cm2 (3). Here, we focus on the data collected

by the 50-cm2 sensor, which is sensitive for

particles with a radius larger than 2 mm. An

impacting hypervelocity grain changes the

polarization in the sensor volume, resulting in

a short, sharp pulse enabling the detector to

register up to 104 dust impacts s–1 (4).

During the flyby, a significant increase in

the count rate of dust particles was recorded

about 10 min before to about 10 min after the

closest approach of the spacecraft to the moon

(Fig. 1). The peak count rate was 4 particles s–1

at 1 min before the closest approach. Similar-

ly, the Cassini Ion and Neutral Mass Spec-

trometer (INMS) (5) detected water gas, also at

a peak rate before the closest approach, albeit

with a somewhat smaller offset of 30 s. This

gas plume was also seen by the Ultraviolet

Imaging Spectrograph (UVIS) (6) and, in-

directly at an earlier flyby, by the magnetom-

eter (7). The time difference between the rate

peaks points to a decoupling of gas and dust

shortly after both components are released

from the satellite surface (8). A gas and dust

source near the south pole is compatible with

these premature maxima of the rates, because

the spacecraft approached the moon from the

south and came closest to Enceladus at a

latitude of È25-S Efigure 1 of (5, 9)^. In con-

trast, a dust cloud generated by micrometeor-

oid impacts, as was observed by the Galileo

mission around the jovian moons (10), would

lead to a peak rate directly at the closest

approach.

The observed particle count rate constrains

the production rate of particles at Enceladus,

while the time offset of its maximum from the

closest approach can be used to locate those

regions on the moon_s surface from which the

particles originate. Comparing the data to the-

oretical models of dust production, we can es-

timate the relative contributions of alternative

mechanisms of particle creation, yielding impli-

cations for the dominant source of the E-ring

particles. Besides geophysical processes (11, 12),

micrometeoroid bombardment has been pro-

posed as a particle-creation process (13). Two

families of micrometeoroids are relevant at

Enceladus, namely E-ring particles and in-

terplanetary dust particles. The typically large

velocities of such projectiles relative to the

moon, from a few to tens of kilometers per

second, make the impacts energetic enough to

abundantly produce ejecta at the moon_s surface

and create a dust cloud (10, 14). However, the

detection of an anomalously high temperature

(9) in the south polar region of Enceladus near

elongated cracked fractures (15) (dubbed Btiger

stripes[) lends new support to the idea of E-ring

dust particles created by cryovolcanism (ice

volcanoes).

We have modeled the distributions of dust

in the vicinity of Enceladus for cases of iso-

tropic ejection of grains from the entire surface

and for a localized dust source at the south pole

of the moon (Fig. 1). These two cases correspond

to the particle production by the impactor-

ejecta mechanism and by geological processes

at the south pole, respectively. Because the

spacecraft_s trajectory near the closest ap-

proach (168.2 km above the surface) lies well

inside the Hill sphere (16) of gravitational

influence of the moon Er
h
È 948 km, com-

pared with a radius of 252.1 km (15)^, an

analytical model for the dust cloud developed

in (17), based on the two-body approximation,

should give an adequate estimate (18). How-

ever, to account for the full three-body dynam-

ics near the Hill scale, we have numerically

simulated the dust configuration around the

satellite for both source models. In the simu-

lations, particle paths are integrated subject to

Saturn_s and Enceladus_ gravity (18, 19). In

both simulations, 1 million particles are

launched from the satellite_s surface, with

starting conditions that are plausible for particles

created in an impactor-ejecta process (20, 21).

To simulate the impactor-ejecta source, the

starting positions are chosen uniformly over

the entire surface of the moon. The localized

source is simulated with starting positions

distributed uniformly in a circular area of an

angular diameter of 30- centered at the south

pole, which is on the order of the size of the

hot region (9). The motion of the particles

governed by the gravity of the planet and the

satellite does not depend on the particles_ mass

or radius; thus, grains with different radii need

not be distinguished in the simulations. There-

fore, the size distribution in the model dust

cloud near the moon derives from the particle

size distribution assumed for the particle-

creation process.

In the simulations, the impactor-ejecta pro-

cess is found to generate a highly symmetric dust

configuration in the vicinity of the satellite, as

expected, so that the HRD on a flyby through

this cloud would observe a maximal count rate

directly at the closest approach (Fig. 1A). In con-

trast, the simulated dust ejection from the south

pole source reproduces well the observed max-

imal count rate 1 min before the closest approach.
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Fitting combinations of both contributions with a

consistent E-ring particle background to the data,

and requiring that no second peak develops in the

rate at the closest approach, we can estimate the

maximal strength of the impactor-ejecta dust

creation at Enceladus relative to that of the south

pole source (Fig. 1B). From this fit (HRD data

for R
p
9 2 mm), we can infer the rate of particles

larger than 2 mm emitted by the south pole

source and escaping the moon_s gravity to

amount to 5 � 1012 particles s–1, whereas the

impactor-ejecta mechanism would produce at

most 1012 such particles s–1. These numbers

correspond to an escaping mass of at least 0.2

kg s–1, assuming R
p
0 2 mm for all grains. For

an extended size distribution, this rate may

extend to kilograms per second. The E-ring

particle background, which is naturally contained

in the HRD data, has been simulated, following

the motion of particles subject to gravity and

perturbation forces (18, 19), until they are lost in

collisions with Enceladus, other E-ring moons, or

the main rings. A self-consistent combination of

the simulated dust populations is in reasonable

agreement with the observed HRD rate (Fig. 1B).

A differential particle size distribution in-

ferred from the data of both HRD sensors fits to a

power law n (R
p
) º R

p

a with a slope a È j3

that remains almost constant during the flyby

(Fig. 1C). This near constance of the exponent

indicates that the dynamics of larger grains is

Fig. 2. Side view of a simulated
dust plume at Enceladus’ south
pole. Contours of equal column
particle density are shown in a
Cartesian frame fixed at the
center of the moon. The brightest
contour denotes 107 particles per
m2, the column density dropping
by one-half from level to level.
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dominated by gravity. Such a power law is ex-

pected for an impactor-ejecta particle formation

scenario (20). On the other hand, we showed

that the south pole source should be the dom-

inant source of particles. A possible explanation

would be that the particles are formed in me-

teoroid impacts and lifted by south polar gas

venting. However, an effective acceleration of

grains in the gas plume seems implausible for

the gas densities inferred from UVIS (6, 15).

A side view of the dust configuration from

the simulation of the south pole source is

shown in Fig. 2, where the absolute numbers

are fixed by HRD data at the closest approach.

A similarly strong stratification of the dust

density is evident in images of the dust plume

(15). In the simulation, the stratification results

basically from the power-law distribution of

particle starting velocities (21).

To investigate the influence of the particle

source location on the rate profile measured by

HRD, we performed a series of about 2600

simulations, where the source position was

systematically varied over the moon_s surface.

Here, we used 50,000 particles per simulation,

employing for simplicity the initial conditions for

the impactor-ejecta mechanism (20). For each

source, we determined the time offset of the

peak count rate to the closest approach for this

flyby. In this way, we obtained a contour map

of offset times over the moon_s surface, which

is plotted over an Image Science Subsystem

base map (15) of the geologically active south

pole region in Fig. 3. It was found that only a

small part of the total surface of Enceladus can

have sources that would match the actually

observed offset of –1 min. Interestingly, the re-

gion of the tiger stripes (covering latitudes 9

70-S) is indeed compatible with the data,

yielding offsets from –50 to –70 s.

On the basis of simulations of the dust en-

vironment around Enceladus, we conclude that

the Cassini CDA data of the Enceladus flyby on

14 July are compatible with a dust source in the

south polar region of the moon. A particle ejec-

tion mechanism caused by hypervelocity micro-

meteoroid impacts alone cannot explain the data.

New in situ measurements of Enceladus_ dust

cloud will be obtained during a flyby in 2008 at

an altitude of only 100 km over 69-N.
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by the Cassini UVIS project.

Supporting Online Material

www.sciencemag.org/cgi/content/full/311/5766/1416/DC1

Materials and Methods

Figs. S1 to S7

References

14 October 2005; accepted 19 January 2006

10.1126/science.1121375

Fig. 3. Results of a series of simulations where the position of the source is varied systematically
over the moon’s surface. For each simulation, the particle count rate along the Cassini trajectory is
computed. The contours of equal time offsets of the maximal count rate from the closest approach
are plotted over a base map of Enceladus’ south pole (15). The thick red line marks the contour of a
–60-s offset of the maximal count rate, which was about the value observed by the CDA. Other
contours correspond to offsets of –90, –70, –50, –30, and 0 s. The white line around the pole
denotes the 77.5-K isotherm from the Composite Infrared Spectrometer (9). Cassini’s ground track
is shown in yellow, and the times of rate maxima of the CDA (–50 s) and INMS (–30 s) (5), as well
as the closest approach (CA), are marked.
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The Cassini spacecraft passed within 168.2 kilometers of the surface above the southern

hemisphere at 19:55:22 universal time coordinated on 14 July 2005 during its closest approach to

Enceladus. Before and after this time, a substantial atmospheric plume and coma were observed,

detectable in the Ion and Neutral Mass Spectrometer (INMS) data set out to a distance of over

4000 kilometers from Enceladus. INMS data indicate that the atmospheric plume and coma are

dominated by water, with significant amounts of carbon dioxide, an unidentified species with a

mass-to-charge ratio of 28 daltons (either carbon monoxide or molecular nitrogen), and methane.

Trace quantities (G1%) of acetylene and propane also appear to be present. Ammonia is present at

a level that does not exceed 0.5%. The radial and angular distributions of the gas density near

the closest approach, as well as other independent evidence, suggest a significant contribution to

the plume from a source centered near the south polar cap, as distinct from a separately measured

more uniform and possibly global source observed on the outbound leg of the flyby.

T
he INMS instrument on the Cassini

spacecraft, pointing within 60- of the

direction of motion of the spacecraft

and traveling with a relative velocity ofÈ8 km

sj1 to Enceladus, was able for the first time

to investigate the composition and spatial dis-

tribution of gases in the plume and coma

surrounding Enceladus (Fig. 1). Previous close

flybys of Enceladus (G4000 km) by the Cassini

spacecraft have all been carried out with INMS

pointed in the anti-ram direction of motion of

the spacecraft, thereby precluding possible mea-

surements of any neutral gases associated with

Enceladus.

The Cassini INMS is a dual–ion source

quadrupole mass spectrometer covering the

mass-to-charge ranges 0.5 to 8.5 and 11.5 to

99.5 daltons (1,2). The dual-source design com-

bines classic closed– and open–ionization source

configurations that measure inert species and

reactive species and ions, respectively. The

primary data reported in this paper were ob-

tained with the closed source. In the closed

source, the neutral gas flows into a spherical

antechamber where it thermally accommodates

with the walls before flowing through a transfer

tube to an electron ionization source and is

ionized by electron impact at 70 eV. The high

flyby velocity of the Cassini spacecraft with

respect to Enceladus (È8 km sj1) produces a

dynamic pressure enhancement in the ante-

chamber that increases sensitivity (1, 2), but at

a reduced level because of the 60- orientation

of the sensor with respect to the ram direction

of the spacecraft_s motion.

The spectrum displayed in Fig. 2 indicates a

mass scan covering the range 1 to 99 daltons.

The individual mass spectra that were used to

form the spectrum were acquired every 4.6 s

for the time period when the spacecraft was

closer than 500 km to the surface of Enceladus.

The spectra have been added to enhance the

signal-to-noise ratio. The background subtrac-

tion for ingress and egress data are treated

separately to account for changes observed well

before and well after the Enceladus flyby. The

primary constituents H
2
O, CO

2
, N

2
or CO, and

CH
4
are evident from the primary mass peaks

at 18, 44, 28, and 16 daltons, respectively. Mass

peaks are also measured for the minor atmo-

spheric species (C
2
H
2
and C

3
H
8
). Other species

that could be present at a level G0.5% include

NH
3
and HCN.

The responses of all of the measurable

product channels of the primary constituents of

interest were determined during the flight unit

and engineering unit calibrations (with the

exception of H
2
O, NH

3
, and HCN, which were

obtained from National Institute of Standards

and Technology tabulations). These responses

were subsequently used in the deconvolution of

the spectra. Because of the nature of the

electron-beam ionization source, the signal in

each mass bin is a combination of the signals

from the ionization or dissociative ionization of

several constituents. Spacecraft velocity and atti-

tude are used to compute the ram flow enhance-

ment. From these data, a matrix is constructed

relating instrumental response for various mass

channels to the atmospheric composition. Inver-

sion of this matrix with suitable numerical

methods (3) yields abundances for a range of

constituents. The measurements (and matrix

elements) are weighted by the reciprocal mea-

surement error.

The best fit to the atmospheric composition

based on the mass deconvolution (according to

a reduced chi-squared metric) gives 91 T 3%

H
2
O, 3.2 T 0.6% CO

2
, 4 T 1% N

2
or CO

(depending on the identity of the mass peak at

28 daltons), and 1.6 T 0.4% CH
4
, where the

error estimates are the larger of the fit range or

the 1s statistical error of the fit and do not

include systematic errors from factors such as

calibration, which may be as high as 20%

(Table 1). Statistically meaningful residuals in

the mass ranges 14 to 17 and 26 to 27 daltons

suggest that there may also be trace quantities

(GÈ1%) of ammonia, acetylene, hydrogen cya-

nide, and propane.

The signal-to-noise ratio in the mass-18

channel (predominantly the H
2
O signature) is

sufficient within 4000 km of Enceladus to in-

vestigate how the water vapor density varies

along the track of the spacecraft (Fig. 3). In Fig.

3, we also compare the water vapor density with

the density of dust particles greater than 2 mm

in size inferred from the Cassini Cosmic Dust

Analyzer (CDA) (4). There is noticeable asym-

metry with respect to the closest approach in both

data sets and a reasonable correlation between

them, but with an offset of 32 s. Furthermore,

water vapor density variations well above the

level of expected statistical variation suggest spa-

tial and/or temporal structure of the outgassing

source. Moreover, the spatial variability and the

asymmetry of the water vapor and dust distribu-

tions with respect to closest approach (Fig. 3)

suggest an association with the southern ther-

mal hot spot (5, 6).

Themass spectrum obtained by INMS can be

used to understand the origin and evolution of the

interior of Enceladus. The inferred surface

pressure of the atmosphere (properly an exo-

sphere) lies between 10j1 and 10j4 nanobars,

such that collisions and subsequent gas-phase

chemical reactions play a minor role within the

atmospheric plume. Furthermore, the ionization

and dissociation time constants (hours at a
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minimum) are orders of magnitude longer than

the inferred transport time from the surface to

the point of measurement (È6 min). Therefore,

the outgassing products measured by INMS are

presumed to have been produced in aqueous and/

or solid phases or in a high-pressure gas channel

within Enceladus before outgassing or sputtering

took place. Furthermore, the nonspherical densi-

ty variations of the plume and coma suggest that

the observed composition is an accurate repre-

sentation of the gas composition that occurs at

the site of local outgassing from the south polar

hot spot (Table 1). This suggestion of a close

association between surface and plume compo-

sition is reinforced by the strong correlation

between the surface composition derived from

data collected by the Cassini Visual and

Infrared Mapping Spectrometer (VIMS) within

the tiger stripes associated with the south polar

hot spot (7) and the plume composition mea-

sured by INMS 250 km above the boundary of

the south polar region (6). VIMS measured

predominantly water ice, with an admixture of

carbon dioxide (very similar to the findings of

INMS), and an organic signature from a light

hydrocarbon. Furthermore, from the VIMS data

we infer an upper limit for a CO mixing ratio

of 0.5% (8). Similarly, the Cassini Ultraviolet

Imaging Spectrograph (UVIS) observations set

an upper limit of 2% for the CO mixing ratio

(9, 10). When considered together, the VIMS

and UVIS observations suggest, although not

conclusively, that the INMS peak at mass 28 is

most likely produced by N
2
. Follow-up obser-

vations are needed to verify this.

The presence of N
2
and little, if any, NH

3

(G0.5%) is notable, because ever since the dis-

covery of large crater-free areas on Enceladus

by Voyager imaging, ammonia has been a

preferred substance for lowering the melting

point of water ice and increasing its buoyancy

so as to aid or enable resurfacing (11). Am-

monia was reported to have been detected as

a very weak hydrate feature in one ground-

based near-infrared spectroscopic observation

of Enceladus (12) but not in another (13). Our

failure to detect ammonia suggests either that it

is not involved in the subsurface mechanisms

that created the plume or that aqueous chemis-

try within the interior source regions of the

plume effectively converts NH
3
to N

2
before it

can be exposed to or ejected from the surface.

We can, however, virtually rule out chemical

complexing of some or all of the NH
3
with the

walls of the INMS antechamber, a phenomenon

seen in laboratory studies of ammonia (14) but

unlikely here on the basis of our careful analysis

of the background changes after the flyby. With

respect to the identification of the molecular

nitrogen, we cannot completely rule out the

mass-28 species being CO rather than N
2
, in

which case the outgassing observed from the

plume would have a composition that is re-

markably close to that of comets, as inferred

from multiple cometary observations Etables 1

and 2 in (15)^. Thus, further study both of the

identity of the mass-28 peak and of possible

loss mechanisms that might make NH
3
difficult

to observe are warranted.

The radial and angular density distributions

of water vapor are also important in under-

standing the nature of the processes responsible

for the outgassing. The fit to the functional

form natural log (density) versus 1/(distance to

the center of Enceladus)x for the combined

ingress and egress data set gives a best fit of x 0

1.5 T 0.1 (supporting online material text).

However, asymmetries in this fit inbound (x 0

2.0) versus outbound (x 0 1.1) and irregularities

near the closest approach, as well as evidence

from other Cassini investigations (4–7, 10), sug-

gest an asymmetric gas distribution organized

around a source centered near the Bwarm[ (5, 6)

south polar cap. To understand this asymmetry,

we used a direct-simulation Monte Carlo mod-

el developed originally for comets (16, 17) to

Fig. 1. View of Enceladus showing
surface features and the Cassini
ground track during the flyby on
14 July 2005. The south polar hot
spot is shown in red, amidst the
surface feature known as the tiger
stripes. The spacecraft trajectory is
shown in yellow. The colors of the
points along the trajectory repre-
sent Cassini’s closest approach to
Enceladus (purple), the closest ap-
proach to the southern polar hot
spot (red), the point along the track
where INMS saw the maximum
water vapor density (black), and
the point along the track where the
CDA saw the peak in dust particle
density (green). The direction of
motion of the spacecraft (ram direc-
tion) is represented by the arrowhead on the trajectory. SC, spacecraft.

Fig. 2. Average mass
spectrum for altitudes be-
low 500 km. The solid
black line indicates the
measured average spec-
trum and the red symbols
represent the reconstructed
spectrum. The error bars
displayed are the larger
of the 20% calibration
uncertainty or the 1s sta-
tistical uncertainty. The
dotted line is indicative
of the 1s noise level.
The dissociative ioniza-
tion products produced
by the electron ionization
source for each constitu-
ent are shown above the
figure. Da, daltons; IP,
integration period.

Table 1. Composition of the gas plume and
coma associated with Enceladus. The minimum
and maximum values represent the range of
values associated with adopting different com-
positional mixtures. The standard deviation
represents the largest statistical uncertainty
associated with the fit of each constituent.

Species Minimum Maximum SD

H
2
O 0.9070 0.9150 0.0300

CO
2

0.0314 0.0326 0.0060

Mass 28 (CO or N
2
) 0.0329 0.0427 0.0100

CH
4

0.0163 0.0168 0.0040
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which we have added the effect of the weak

gravitational field. The water molecules are

introduced into the model from (5, 6) the south

polar source and (1) a uniform surface (possibly

sputtering) source. Several source character-

izations were attempted, varying the relative

upward speed from the source at the surface,

the size of the south polar source (4- to 15-

from the pole), the temperature, and the source

strengths. The uniform source is a simple

spherical outflow model with a density of n 0

S/(4pvR
E
2), where S is the total global source

rate, v is the average upward molecular

velocity, and R
E
is the distance from the center

of Enceladus.

Figure 4 shows the results of modeling the

INMS response to the plume and coma of

Enceladus in the time period of 400 s before and

after the closest approach, which corresponds to

1700 km from the center of Enceladus. The

source rate from the model_s uniform compo-

nent (the dashed line) is S
1
, 1.2 � 1026 mol-

ecules sj1, assuming a speed of about 400 m

sj1. The model_s south polar plume extends to

a latitude of –82- and has a thermal speed

distribution for the water sublimation tempera-

ture of 190 K and a source rate of S
2
, 1.7 �

1026 molecules sj1 (18). Varying the temper-

ature from 140 K (average temperature of the

tiger stripes region) to 270 K (suggested in

some subsurface heating scenarios) introduces a

range of 20% to the source strength. A small

third Bjet[ source with a half-cone angle width

of 3- and a source strength of only È5 � 1023

molecules sj1 could explain the peak; however,

the deviation of these two points from the model

is of the same magnitude as several other points

and may simply result from temporal or spatial

irregularities in the emission from the surface.

The total H
2
O production rate from Enceladus

(S 0 S
1
þ S

2
) is S , 1.5 � 1026 to 4.5 � 1026

molecules sj1, and the total gas production rate

S
gas

, 1.7 � 1026 to 5.0 � 1026 molecules sj1,

assuming the gas is 90% H
2
O from INMS

measurements.

The INMS measurements corresponding to

egress times larger than 250 s after the closest

approach show an extended plateau that does

not continue the downward trend of the models.

The region within 2000 km from the center of

Enceladus only takes about 1 to 2 hours to

populate. If these larger values in the extended

region are caused by temporal variations in the

source rate of water from Enceladus, as has

been seen in Cassini UVIS measurements of

atomic oxygen (19), then source rates up to a

factor of 6 or more than the modeled values

could occur. The lower INMS measurements

(compared with the nominal model in Fig. 4)

indicate source rates of a factor of 0.6 below

the nominal model values. The bounds of the

minimum and maximum model indicate a

highly variable source rate that varies on time

scales of less than 1 hour over a wide range

from 1 � 1026 sj1 to 3 � 1027 sj1. The density

range is shown as the broad gray area in Fig. 4.

The larger values in this range are more

indicative of the broad distribution seen at large

distances from Enceladus and are comparable

to the source rates required to account for the

water source of OH in the whole circum-

saturnian region. The density peak seen near

the closest approach could result from the start

of a new high–source rate episode. Notably, the

high level and irregularity of the source rate

indicated by the egress data, 250 to 400 s after

the closest approach, are far to the north and

cannot be traced directly back to the south polar

plume. Therefore, it is likely that the south

polar plume and the uniform source are both

highly variable.

The special role of Enceladus in supplying

water vapor and its related neutral and ionized

constituents to the magnetosphere of Saturn has

been recognized since the observations by the

Hubble Space Telescope (HST) of a substantial

OH torus (20). These results led to model-based

estimates of the source strengths of the various

icy moons and rings necessary to reproduce the

observed spatial variations. In particular, Jurac

et al. (21) concluded that about 80% of the re-

quired water vapor must come from Enceladus

and the E-ring region, implying that the pro-

duction from Enceladus was È3.75 � 1027

molecules sj1 or 93 kg sj1, which could be

consistent with the higher set of INMS mea-

surements at larger radial distances (È2000 km),

especially after the closest approach. This

could mean that the water source rate from

Fig. 4. Comparison of model
results to INMS density data near
its closest approach to Enceladus.
The diamonds show the INMS-
measured water density with the
1s uncertainties indicated by the
vertical lines. The dotted line cor-
responds to the south polar source
model covering latitudes from –90-
to –82-. The dashed line cor-
responds to a spherical global,
possibly sputtered source. The solid
line corresponds to the sum of
these two sources. The gray area
denotes the density range.

Fig. 3. Plot of the INMS
water density and CDA
dust density as a func-
tion of time along the
orbital trajectory. CDA
measurements represent
particles larger than 2
mm in grain size. Shift-
ing the INMS density
data –32 s from the
closest approach (CA)
maximizes the Pearson
correlation coefficient
(È0.85) between INMS-
derived water densities
and CDA-derived dust
densities. The light green
shading indicates the
estimated timing uncer-
tainty in the dust peak,
the gray shading indi-
cates the estimated un-
certainty in the water
vapor peak, and the dark
green shading indicates
the overlap.
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Enceladus might vary markedly by nearly an

order of magnitude on time scales of hours (19).

Jurac et al. (21) also suggested that impacts by

E-ring particles, a possible source, would be in-

sufficient to produce this amount. Neverthe-

less, Roddier et al. (22) had imaged a transient

feature with HST that could have been in-

terpreted as a large, impact-produced vapor

cloud. The fresh deposits on Enceladus_ sur-

face suggested by its high albedo also rein-

forced the idea that E-ring grains are constantly

being swept up, along with any larger objects

that may be present. Sputtering of ice by en-

ergetic Oþ ions as a source required more sur-

face area than could be accounted for by the

combination of Enceladus and the expected

E-ring grains. In a subsequent paper, Jurac and

Richardson (23) concluded that the source

rate for the observed water needed to be three

times larger and that its production mech-

anism remained unclear. The discovery by Cas-

sini of an unexpected venting of water vapor

from the south pole of Enceladus, of approxi-

mately the right amount, may provide a solution

to this mystery.
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REPORT

Enceladus’ Water Vapor Plume
Candice J. Hansen,1* L. Esposito,2 A. I. F. Stewart,2 J. Colwell,2 A. Hendrix,1

W. Pryor,4 D. Shemansky,3 R. West1

The Cassini spacecraft flew close to Saturn’s small moon Enceladus three times in 2005.

Cassini’s UltraViolet Imaging Spectrograph observed stellar occultations on two flybys and

confirmed the existence, composition, and regionally confined nature of a water vapor plume in the

south polar region of Enceladus. This plume provides an adequate amount of water to resupply

losses from Saturn’s E ring and to be the dominant source of the neutral OH and atomic oxygen

that fill the Saturnian system.

T
he youthful geologic appearance of

Enceladus (1) and the correlation of the

peakdensity of Saturn_sE ringwith the orbit

of Enceladus (2) have long led scientists to

speculate that Enceladus is the source of the ring

(2–5). The narrow size distribution of particles in

the E ring suggests a liquid or vapor origin, in con-

trast to the broad range of particle sizes that would

be generated by impacts (2). To test the hypothesis

that Enceladus has geologic activity supplying the E

ring as well as neutral species in Saturn_s mag-

netosphere, the Cassini Ultraviolet Imaging Spec-

trograph (UVIS) team planned stellar occultation

observations onCassini_s first and third close flybys

of Enceladus to search for the presence of a tenuous

atmosphere (6). The detection, by the CassiniMag-

netometer team (7), of draped field lines consistent

with the presence of an atmosphere gave further

impetus to the second occultation observation. Be-

cause of Enceladus_ small size and weak gravity

(È12 cm/s2), any sputtered or sublimated atmo-

spherewill be lost (8); thus, if a tenuous atmosphere

were to be detected, it would have to come from

some sort of geologic activity. We now know that
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this is the case, and we report here on the results

established by the occultations observed by UVIS.

Observations of stellar occultations are a sen-

sitive method for looking for the presence of ten-

uous atmospheres (9), particularly at ultraviolet

wavelengths,wheremanygaseshave strongabsorp-

tions. The Cassini UVIS has four optical channels:

the high-speed photometer (HSP), the extreme

ultraviolet (EUV) spectrograph, the far ultraviolet

(FUV) spectrograph, and the hydrogen/deuterium

absorption cell (6). The HSP and FUV were used

to observe the occultations. The HSP is sensitive

to 1100 to 1900 Å and is read out once per 2 ms.

The FUV also covers the range from 1100 to

1900 Å and was configured with 512 spectral

bins (1.56 Å resolution) for the July occultation

observation. The FUV integration time was 5 s.

The star lambda Scorpii (Shaula) was occulted

by Enceladus on 17 February 2005, the first of

three close Enceladus flybys (Fig. 1A). A second

occultation, of the star gamma Orionis (Bellatrix),

was observed on the third and closest flyby on 14

July 2005 (Fig. 1, B to D). Only the gamma

Orionis ingress showed the attenuation of starlight

due to the presence of an absorbing gas. No de-

tectable change of signal was detected by the HSP

or FUV on the lambda Scorpii occultation before

or after the star_s signalwas blocked byEnceladus.

Detection and nondetections and ingress and

egress locations are summarized in Table 1.

In the HSP and FUV data for the gamma

Orionis occultation ingress, which occurred at

–76- latitude, the signal was attenuated as the star

passed behind Enceladus_ plume (Fig. 2). The

starlight started to decrease atÈ24 s before ingress,

at a ray altitude ofÈ155 km. The signal of the star

was lost completely at UTC19:54:56, when the star

crossed behind the hard limb. The HSP has a finite

recovery time on bright stars such as gamma

Orionis, so it is not possible to separate a weak

atmospheric signal from the instrument response

on egress. For egress measurements, we summed

the FUV spectral pixels, but the temporal resolu-

tion is lower than the HSP data because of the

longer integration time. No detectable change of

signal was seen in FUV data on the egress of

gamma Orionis. Clearly, the gas detected at the

ingress of the gamma Orionis occultation is not

globally distributed. These data are consistent with

a plume of gas over the southern pole.

The presence of an absorbing gas shows up

in the FUV spectrum as relatively narrow fea-

tures at short wavelengths and a broad shallow

absorption from È1450 to 1800 Å as compared

to the unocculted spectrum (Fig. 3). Time record

33, the last full 5-s integration before ingress,

shows the deepest absorption. The ray altitude

above Enceladus_ surface corresponding to time

record 33 ranged from 30 to 7 km.

The average unocculted star spectrum (I
0
)

was computed from 25 time records summed

over three spatial rows (the instrument pointing

drifted slightly over the course of the occultation).

The ratio of time record 33 (I) to I
0
shows the

spectrum of the absorbing gas (Fig. 4). We fit the

spectrumtowaterbycomputing I 0 I
0
exp (–n � s)

for water, where s is the cross section as a

function of wavelength (10) and n is the column

density. Figure 4 compares a water spectrum with

column density n 0 1.5 � 1016 cmj2 to the I/I
0

spectrum for time record 33. This column density

represents the integrated effect of water vapor

along the ray path from the spacecraft to the star

through the atmosphere. Statistical analysis of

smoothed data shows that the water vapor

absorption exceeds 2s beginning with time record

29. The slight mismatch at short wavelengths may

be due to using absorption cross sections that were

measured at room temperature Ethe absorption

cross sections at longer wavelengths, which

dominate our fit, are not as affected by tempera-

ture (11)^ and/or imprecise simulation of the

instrument response at these wavelengths.

A molecule not apparent in the FUV ab-

sorption spectrum is CO. The Cassini Ion Neutral

Mass Spectrometer detected a constituent with a

mass of 28 atomic mass units, which could be N
2

or CO (12). The Cassini UVIS observation, how-

ever, sets an upper limit of G 1.3 � 1014 cmj2

from the absence of CO absorption bands (13) at

1544, 1510, 1477, and 1447 Å, assuming that a

10% dip in the signal is required for positive

identification of an absorption feature.

Fig. 1. (A) The path followed by the star lambda Scorpii as it was occulted by Enceladus, the first
occultation observed by UVIS. The second stellar occultation observed was that of the star gamma Orionis.
The altitude of the ray between UVIS and the star relative to the surface of Enceladus is given in
kilometers as a function of time in (B). The path of gamma Orionis goes from right to left as a function of
time in (C) and (D). (C) Egress of gamma Orionis. (D) Ingress of gamma Orionis. The UVIS field of view is
plotted every 5 s. The number over the field of view is the time record number of the data set.

Table 1. Occultation geometry summary.

Occultation date
Occultation

intercept latitude

Occultation

intercept longitude

(west)

Atmosphere detected?

17 February 2005 Ingress 15 300 No

Egress –31 141 No

14 July 2005 Ingress –76 86 Yes

Egress –0.20 28 No
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Looking at the slant column abundance of the

water vapor versus altitude (Fig. 5), the attenua-

tion of the star signal during the gamma Orionis

ingress is best fit with an exponential decline with

altitude. The best fit scale length, L, is 80 km.

(Because this is an escaping atmosphere, this

scale is not the same as the scale height for a

gravitationally bound atmosphere.) Time records

27 and 28 appear to show the presence of water,

although not yet at a 2s confidence level.

The rate of water loss from Enceladus, S, is

given by the product of the molecular abundance

N (0 n/h), the plume area h2, and the velocity v,

as follows: S 0 N � h2 � v 0 n � h � v. We

estimate the linear dimension of the plume, h, as

the measured scale length L 0 80 km. The ob-

served column density along the path to the star

is n 0 1.5 � 1016 cmj2. If we assume that the

density corresponds to vapor that is in vapor pres-

sure equilibrium with a warm ice source, then the

temperature (T) of the ice is È145 K. A lower

limit for the velocity is the thermal velocity at

T 0 145 K, which gives v 0 41,200 cm/s. Note

that v is well above the 24,000 cm/s escape

velocity. The flux is thus at least S 0 5 � 1027

molecules/s. Under these simple assumptions,

the amount of water escaping from Enceladus is

È150 kg/s. Alternatively, h can be estimated

from the horizontal dimension of the plume

crossed by the star during the course of the

occultation, È175 km. Analysis by the Cassini

Composite Infrared Spectrometer team of their

thermal data indicates that temperatures could be

as high as 180 K (14). At 180 K, the thermal

velocity v is 46,000 cm/s. Using h 0 175 km and

v 0 46,000 cm/s gives S 9 1 � 1028 molecules/s,

which is approximately 350 kg/s.

Saturn_s E ring, composed of water ice grains

that are primarily 0.3 to 3 mm in size (15), ex-

Fig. 3. Smoothed FUV
spectra for the unocculted
star signal (blue) com-
pared to the signal com-
ing through the plume
(red).

Fig. 4. An average
unocculted star spectrum
(I
0
) was computed from

25 time records. The ratio
of time record 33 (I) to I

0

is shown (thin line). A
water spectrum with col-
umn density n 0 1.5 �

1016 cm–2 divided by I
0
is

compared (thick line).

Fig. 2. The signal of the star plotted versus time for the two
occultations observed by UVIS. The left panel shows the
steep drop in the FUV count rate as the star lambda Scorpii
went behind Enceladus, then reemerged. Similarly, the right
panel shows the FUV data from the gamma Orionis
occultation. The gradual drop of the signal during ingress
is due to the starlight being attenuated by Enceladus’
plume. Small steps in the signal on both stars’ ingress and
egress correspond to the records in which the star was not in
the FUV field of view (coming in and/or out of occultation)
for the full 5-s integration.
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tends from about three to at least eight Saturn radii,

with a peak density at Enceladus_ orbit (2). Anal-

ysis by Jurac et al. (16) concluded that the life-

times of 1-mmgrains are G50 years, because water

molecules are sputtered from the grains_ surfaces

by the plasma trapped in Saturn_s magnetosphere.

A source of water is needed tomaintain the E ring.

Saturn_s system is filled with neutral products

from the electron- and photodissociation of H
2
O

molecules: Hubble Space Telescope observations

detected neutral OH (17), and UVIS detected

neutral atomic oxygen throughout Saturn_s system

(18) as the Cassini spacecraft approached Saturn.

Most H
2
O molecules dissociate to H þ OH, with

more O coming from the subsequent dissociation

of OH. Neutrals are lost from the system because

of charge exchange and collisions with ions.

From measured O and OH abundances and

theoretical estimates of the loss processes of all

water products from the system, various inves-

tigators have estimated H
2
O supply rates neces-

sary to maintain a steady state as 92� 1027 H
2
O

molecules/s (17), possibly as high as 3.75� 1027

(19) or 1028 H
2
O molecules/s (20, 21). Potential

H
2
O sources identified by these investigators

included sputtering and collisions; however, the

rates of these processes are not sufficient to

replace the lost neutrals (19). The source for

resupplying the E ring and replacing the neutrals

remained a mystery until the discovery of the

water vapor plume coming from Enceladus.

The inferred source rate of H
2
O in the present

observation is of the same order as the earlier

estimated loss rates for O and OH. If Enceladus is

responsible for the majority of water product gas

in the magnetosphere, this implies eruptive activ-

ity over at least the past 15 years. The escape flux

of water from Enceladus_ plume calculated from

our measurement of the column density may or

may not represent a steady state, because the

observation history is confined to a single flyby.

Based simply on source magnitude, however, it is

probable that Enceladus is the dominant source of

the observed neutrals in the Saturn system.

If Enceladus is a significant source for main-

taining the E ring, it implies that grain particles are

part of the mix of matter in the plume. If

Enceladus_ plume has a comet-like dust-to-gas ra-

tio, then themass ofwater coming fromEnceladus,

9150 kg/s, is more than sufficient to compensate

for the estimated loss rate of the E ring of 1 kg/s

(22). The polar plume at Enceladus is clearly an

unusual and important geophysical phenomenon.
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of Enceladus’ Surface
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Observations of Saturn’s satellite Enceladus using Cassini’s Visual and Infrared Mapping

Spectrometer instrument were obtained during three flybys of Enceladus in 2005. Enceladus’

surface is composed mostly of nearly pure water ice except near its south pole, where there are

light organics, CO
2
, and amorphous and crystalline water ice, particularly in the region dubbed the

‘‘tiger stripes.’’ An upper limit of 5 precipitable nanometers is derived for CO in the atmospheric

column above Enceladus, and 2% for NH
3
in global surface deposits. Upper limits of 140 kelvin

(for a filled pixel) are derived for the temperatures in the tiger stripes.

S
aturn_s sixth largest satellite, Enceladus,

orbits the planet within the extended E

ring at a distance of 238,040 km, or È4

Saturn radii. Enceladus has an equatorial diameter

of 504.2 km and a surface that consists of a com-

posite of moderately cratered terrain and large

expanses with no craters (1). Internal activity has

resulted in several episodes of resurfacing, ridge

building, folding, and faulting (2, 3). Near-

infrared spectroscopy of Enceladus from Earth-

based telescopes (4–6) has revealed partially

crystalline H
2
O ice, consistent with Enceladus_

unusually high reflectance. At wavelength 0.8 mm,

the geometric albedo slightly exceeds 1.0 (5).

Fig. 5. Water abun-
dance shown as a func-
tion of time (ticks are
every 10 s), labeled with
the ray height in kilome-
ters at a few representa-
tive times.
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Some telescopic spectra show a weak absorption

at 2.2 to 2.4 mm, suggesting the presence of NH
3

or NH
3
hydrate (4, 6), whereas other spectra of

similar quality do not (5). The spread in time of

the spectra (1995 to 2003) and the change from

an equatorial to a more south polar view of

Enceladus over that interval suggest the possi-

bility of short-term changes in the surface reflec-

tance. Results of the magnetometer investigation

on Cassini gave early indications of a substantial

atmosphere on Enceladus (7), which led to a

lowering of the altitude of the 14 July flyby. The

14 July flyby led to the discovery of a plume of

material emanating from the south polar region

of Enceladus, most likely from the tiger stripes

(the tiger stripes are a complex of volcanically

active fissures of likely tectonic origin several

hundred kilometers long, concentrated very

near the south pole of Enceladus) (1, 8–10).

Areas within the tiger stripes are substantially

hotter than would be expected if only passively

heated by sunlight (8).

Here, we report near-infrared spectra of

spatially resolved regions on Enceladus, which

we obtained using the Visible and Infrared

Mapping Spectrometer (VIMS) (11) during the

three Cassini flybys of this satellite in 2005 (17

February, 9 March, and 14 July 2005). In total,

207 VIMS cubes of Enceladus were obtained.

The VIMS is an imaging spectrometer op-

erating in the wavelength region 0.35 to 5.1 mm

in 352 channels, with a nominal pixel size of 0.5

mrad and a maximum spatial format of 64 by 64

pixels. The data entity from the instrument is

called a Bcube[ and can be thought of as a stack

of 352 images, measuring 64 by 64 pixels and

ordered by increasing wavelength.

The analysis of the VIMS data for Enceladus

described here is in three general areas: the com-

position of surface and the size of the ice grains in

the near surface, the degree of crystallinity of the

near surface, and the temperature of the surface.

Although the analysis extends to the entire sur-

face of Enceladus covered by the observations

during the three flybys, we focus on the south polar

region of Enceladus and particularly on the area of

the tiger stripes because they are so unusual.

Our analysis of the spectrum of Enceladus

shows that its surface is almost completely dom-

inated by water ice (Fig. 1) with a weak coloring

agent in the ultraviolet-visible spectral region and

with some minority constituents in specific areas.

Globally, the typical water-ice grain size is 50 to

1Lunar and Planetary Laboratory, University of Arizona, Tucson,
AZ 85721, USA. 2U.S. Geological Survey, Denver, CO 80225,

USA. 3Jet Propulsion Laboratory, California Institute of
Technology, Pasadena, CA 91109, USA. 4NASA Ames Research
Center, Moffett Field, CA 94035, USA. 5Instituto di Fisica dello

Spazio Interplanetario, 0133 Rome, Italy. 6Instituto di
Astrofisica Spaziale, 0133 Rome, Italy. 7Observatoire de

Paris-Meudon, 92195 Meudon Cedex, France. 8Deutsches
Zentrum fuer Luft und Raumfahrt, 12489 Berlin, Germany.
9Institute d’Astrophysique Spatiale, Universite de Paris, 91405

Orsay Cedex, France. 10Department of Earth and Space
Sciences, University of Washington, Seattle, WA 98195, USA.
11Department of Astronomy, Cornell University, Ithaca, NY

14853, USA. 12University of Nantes, 44072 Nantes Cedex,
France.

Fig. 1. Spectra of Enceladus in the region of the tiger stripes and from
nearby regions. (A) A VIMS image of part of the tiger stripes region. The
color-coded pixels indicate the areas from which the two averaged
spectra in (B) are taken. The image is comprised of 28 by 14 pixels
taken in the high-resolution mode of the VIMS infrared channel, whose
footprint on Enceladus is 5 by 10 km for a total dimension of 140 by
140 km (in this mode, the VIMS pixels are rectangular and the image
has been rendered with the use of square pixels). The frame is centered
at roughly –80- latitude and 130- longitude. (B) The spectra of
emergent intensity to incident flux (I/F) for the two regions in (A). They
were obtained by averaging all of the individual spectra in the tiger
stripes and in the nearby areas [see (A)]. (C) A more detailed graph of
the 3.0- to 5.1-mm spectral region. (D) A more detailed graph of the
ratio of the two spectra in (C) in the 3.3- to 4.1-mm spectral region. The
1s error bars in (D) result primarily from level shifts in the two spectra,
a result of the tiger stripes being noticeably darker than the sur-

rounding regions. The actual uncertainty in the spectra is better
represented by the point-to-point scatter. We attribute the absorptions
near 3.44 and 3.53 mm in the ratio spectrum in (C) to short-chain
organics. There are other features in the ratio spectrum that may be
real and are, as yet, unidentified. No spectra shown have units. They
are simple numerical ratios.
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150 mm, but grain sizes increase to 100 to 300

mm in the tiger stripes region (Figs. 1 and 2).

We found traces of free CO
2
ice, trapped CO

2

(either as a liquid or gaseous inclusion), and simple

organics in the tiger stripes. Whereas the organic

signaturesmap geologic features (Fig. 2), the close

approach data for 14 July have anomalous noise

that obscures spectral features with wavelengths

longer than 4 mm. CO and CO
2
are molecules

that we would expect to find in icy bodies

formed in the Saturn system (12–17). Indeed, we

found free CO
2
ice in small amounts globally

and in higher concentrations near Enceladus_

south polar regions, but we found no CO.

In data taken well before the closest ap-

proach on 14 July 2005, we found in the tiger

stripes region a strong signature of CO
2
with

an absorption-band depth of 74%. The center

wavelength of the CO
2
absorption in the tiger

stripes region indicates that the CO
2
is not free

ice, but rather complexed, most likely with

water ice (Fig. 3). There is no evidence in our

data for free CO
2
ice in the tiger stripes. This is

perhaps not surprising because the tempera-

tures seen there by the Cassini Composite In-

frared Spectrometer (CIRS) instrument (8) would

cause solid CO
2
to rapidly migrate northward

of the tiger stripes region to areas with colder

temperatures. Some free CO
2
is indeed seen

northward of the tiger stripes region in our data.

Furthermore, that there is such a high abundance

of complexed CO
2
in the tiger stripes suggests

active replenishment, probably from ongoing

geophysical activity in the region (1, 8–10).

No signature of CO ice, gas, clathrate, or

any other physical form was seen in our data.

Based on the data taken about 1 hour before

the closest approach, an upper limit of 5 precip-

itable nanometers (corresponding to a column

density of roughly 1014 molecules/cm2) can be

placed on the amount of CO in the atmospher-

ic column above the tiger stripes.

Another cosmochemically important com-

pound is NH
3.
The role of NH

3
in solar system

chemistry and geophysics has been extensive-

ly studied, and its role in Enceladus_ geo-

physical activity has been widely hypothesized

(3, 18–22). Unfortunately, no features due to

NH
3
or its various hydrates were identified on

Enceladus. To derive plausible upper limits for

the abundance of NH
3
on Enceladus, we con-

sidered models of NH
3
plus water-ice mixtures.

For NH
3
grain sizes similar to that of the water

ice, we derived an upper limit of È1%. If the

NH
3
-ice grains on Enceladus are larger than the

water-ice grains, our modeling admits upper lim-

its of È3%. NH
3
has its strongest absorptions

near strong water-ice absorptions, thus reducing

the sensitivity of models where NH
3
is intimately

mixed with water. It is possible that small areas

of pure NH
3
exist if they subtend less than 10%

of a VIMS pixel, but considering all of this, the

likely global upper limit to NH
3
on the surface

of Enceladus is 2%. It should be noted, however,

that as for CO
2
, temperatures in the area of the

tiger stripes may be high enough to cause free

NH
3
ice to migrate northward to areas of lower

temperatures.

There are many other apparent spectral

features in the VIMS data for Enceladus that

require further study before an accurate assess-

ment of their importance can be made. Of

possible particular importance is a downturn in

wavelengths longer than 5 mm and a possible

5.0-mm feature in the global average spectrum

of Enceladus.

Disk-integrated spectra of Enceladus indicate

that the water ice in Enceladus_ equatorial and

mid- to high-latitude regions is primarily crys-

talline (4, 6). Nevertheless, amorphous water ice

should exist on the satellite (4). Amorphous

water ice forms when it is condensed directly

from the vapor to a solid at temperatures below

about 100 K. If amorphous water ice is heated

to 150 K, it irreversibly and exothermally

Fig. 2. A compositional map of Enceladus. This map was produced by stacking red, green, and blue
images coded as follows: The red image maps the strength of the 3.44-mm organic absorption to red
intensity, the green imagemaps the 2.2-mm continuum reflectance to green intensity, and the blue image
maps the intensity of the 3-mm water-ice absorption to blue intensity. The images are stacked as a red-
green-blue triplet. Note the correlation of the organic signature with the tiger stripes and the presence
of stronger water-ice absorptions there as well. ISS, visible-wavelength Imaging Science Subsystem.

Fig. 3. Average spectrum of the
tiger stripes. Note the strong CO

2

absorption near 4.26 mm. The
curves labeled 140 and 150 K
are the apparent reflectance that
would result for a surface that
had a 0.0 actual reflectance at
those two temperatures.
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converts on time scales of minutes to hours to

crystalline water ice. The conversion can only

be reversed by disruption of the crystal structure

by bombardment of high-energy particles

(23)—a process primarily limited by dose rather

than by the energy spectrum of the incident

particles (24). Examples of such a process can

be seen on the Galilean satellites (23, 25, 26).

Enceladus orbits in the inner regions of

Saturn_s magnetosphere, where the particle flux

is quite high. Furthermore, Enceladus may have

its own magnetic field (7), which could increase

the particle flux at its poles; because of this

possibility, looking for amorphous ice near

Enceladus_ poles would be prudent.

Differences in their spectra can be exploited to

search for crystalline and amorphous water ice on

Enceladus (Fig. 4). The two most obvious

indicators are the 1.65-mm absorption band and

the 3.1-mmFresnel reflection peak, both of which

are much more prominent in crystalline ice. In

addition, the central wavelengths of the absorp-

tion bands vary substantially between amorphous

and crystalline water ice because of the reduced

hydrogen bonding in amorphous water ice

compared with that in crystalline ice (Fig. 4B).

Our analysis indicates that, in a local sense (that

is, confining our analysis to the south polar re-

gions of Enceladus), crystalline ice is most abun-

dant in the tiger stripes, whereas amorphous ice is

most abundant in the south polar regions outside

the tiger stripes. This is shown in the global

ratio of the 1.2-mm reflectance to the 1.65-mm

absorption band (Fig. 4C) and in the ratio of

the 1.2-mm reflectance to the 3.1-mm peak

(Fig. 4D), except that the tiger stripes are darker

because the crystalline ice is brighter at 3.1 mm.

Laboratory experiments show that crystalline

ice at temperatures below 100 K rapidly converts

to amorphous ice in the presence of high-energy

particles (24) and recrystallizes very quickly

when heated to È140 to 150 K (23). For

geologically active, relatively hot areas such as

those near Enceladus_ south pole, it would be

difficult, if not impossible, to determine the time

that these materials have been exposed to

magnetospheric bombardment—i.e., their age.

If, on the other hand, areas with a high degree of

crystallinity exist in the coldest areas in the south

polar region of Enceladus, they would be young,

perhaps as young as a few decades (24). Further

study of our data and additional observations of

Enceladus_ south polar region are required to

address the question of age.

Despite the unambiguous detection of anom-

alously hot areas on Enceladus by the Cassini

CIRS instrument (8), VIMS did not detect ther-

mal emission from within the tiger stripes, mostly

because the cutoff wavelength of the instrument

is 5.1 mm. Co-adding spectra of the stripes to

improve the signal-to-noise ratio allows us to

place a robust 3s upper limit at 140 K on the

average temperature of VIMS tiger stripes pixels

(27). Alternatively, a swath within the stripes can

neither be wider than 135 m at the ammonia-

water eutectic temperature of 173 K nor wider

than È20 cm at the water triple point 273 K.
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Fig. 4. (A) Spectra of crystalline and amorphous ice showing the 1.6-mm absorption band and the
3.1-mm Fresnel peak, both characteristic of crystalline ice (4). (B) Co-added spectra of the tiger
stripes and the south polar region between the tiger stripes. Below the graph are the band
positions for the main absorption bands at 1.5 and 2.0 mm and the Fresnel peak at 3.1 mm for the
tiger stripes, the region between the tiger stripes, and amorphous and crystalline ice. The region
with spectral characteristics most similar to crystalline ice is the tiger stripes. (C) A ratio of the 1.2-
mm continuum to the 1.65-mm crystalline ice absorption band, showing that the tiger stripes have
the deepest absorption at 1.65-mm and thus have the highest abundance of crystalline ice. (D) A
ratio of the 1.2-mm continuum to the 3.1-mm Fresnel peak characteristic of crystalline water ice.
The peak is highest in the tiger stripes, which is consistent with a high degree of crystallinity. The
dark regions in the left part of the mosaics in (C) and (D) are due to saturated data.
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Diffusive Separation of the
Lower Atmosphere
Yosuke Adachi,* Kenji Kawamura, Laurence Armi, Ralph F. Keeling†

I
n 1826, John Dalton suggested that the

composition of Earth_s atmosphere could

potentially change with elevation because

of the separation of heavy and light molecules in

Earth_s gravitational field (1). Subsequent mea-

surements, however, found convincing evidence

of separation only above 100-km elevation, re-

inforcing the view that any separation effect is

overwhelmed by turbulent mixing at lower

elevations (2, 3). Here we show, by using pre-

cise measurements of the Ar/N
2
ratio, that a

detectible separation effect can also occur in

near-surface layers, although temperature gra-

dients rather than gravity appear to be the main

driving force.

On the nights of 25–26 February and 15–16

April 2005, we sampled air in Borrego Sink

E33.22-N, 116.32-W, È140 m above sea level

(ASL)^, which is a È2-km2 depression in the

center of a wide desert plain, rimmed by 500- to

1500-m mountains to the north, west, and south.

Samples were collected at three heights as

shown in Fig. 1. On both

nights, elevated Ar/N
2
ratios

were observed near the

surface, relative to air

aloft and relative to back-

ground air (4–6) measured

at Scripps Pier in La Jolla,

CA. On 15–16 April, the

Ar enrichment was much

greater, È100 per meg

(1000 per meg 0 1 per mil)

at 4 m, and this coincided

with clearer skies, lower

surface winds (GÈ0.2 m

s–1 at 2 m), and greater

diurnal temperature range

(27-C), compared with

25–26 February (0.3 to

2.5 m s–1, 14-C range).

Within 3.5 hours after

sunset on 15 April, a tem-

perature inversion of 10-C

had formed between the

surface and 10-m ele-

vation, and a complete

cessation of surface tur-

bulence was indicated

based on a Richardson

number criterion.

The two contributors

that drive diffusive separa-

tion are gravity and tem-

perature; the heavier molecules diffuse toward

the center of Earth_s gravitational field and the

cold end of a temperature gradient. Within a

nocturnal surface inversion layer, both of these

processes will tend to cause an accumulation of

Ar near the ground. In topographic low points

such as the Borrego Sink, where cold air

accumulates as it flows down slope at night,

the Ar-enriched surface layer will deepen due to

convergence and associated uplift.

These processes can be represented in a

simple model consisting of the one-dimensional

diffusion equation (7).

¯C

¯t
0

¯

¯z
D

¯C

¯z
þ 106

DMg

RT
þ W

dT

dz

� �� �
jW

¯C

¯z

Here, C is %(Ar/N
2
), t is time, z is height, D is

molecular diffusivity, DM is the molar mass dif-

ference between Ar and N
2
, g is gravitational

acceleration, R is the gas constant, T is tem-

perature, W is the thermal diffusion sensitivity,

andW 0 az (uplifting speed), where a (measured

in s–1) is the convergence. The model is run with

an initial condition corresponding to a well-

mixed atmosphere at sunset and yields reason-

able agreement with the observations at the two

higher sampling heights on 15–16 April after an

elapsed time of 3 hours using a È 4 � 10–4 s–1.

The latter corresponds to W 0 0.16 cm s–1 at

4 m, which seems plausible given the con-

ditions on 15–16 April. For a given value of W

(constant at a given temperature), the relative

magnitude of the thermal and gravimetric

contributions depends on the temperature gra-

dient dT/dz. On 15–16 April, gravity contrib-

uted È17% to the total separation.

The model overpredicts the Ar/N
2
gradient

below 2 m, which may be because of small-

scale turbulence generated by the sampling

itself, or because of the model_s neglecting

near-surface shear. The model also predicts that

Ar/N
2
ratios should increase continuously through

the night, whereas the observations indicate that

a quasi–steady state was achieved by È3 hours

after sunset. The steady state could be ex-

plained if the accumulation in the sink were

balanced by horizontal advection, once the pool

of cold air in the sink deepened sufficiently.

Indeed, on the east of Borrego Sink is an opening

that leads to the Borrego Sink Wash and lower

elevations, where the cold, Ar-enriched air

presumably drains. Because of its simplicity, the

model doesn_t capture such details of the three-

dimensional velocity field. The model_s principal

value is to illustrate the plausibility of obtaining

signals of the general magnitude observed.

We have observed a tendency for Ar to

accumulate in a topological low spot under a

strong nocturnal inversion and low winds. We

expect this tendency occurs for other heavy

constituents such as Kr and Xe and, although not

previously reported, this must be a general fea-

ture of the atmosphere.
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Fig. 1. Ar/N
2
ratios of air samples expressed as d (per meg) 0 [(Ar/N

2
)
s
/

(Ar/N
2
)
0
– 1] � 106 where (Ar/N

2
)
s
and (Ar/N

2
)
0
are the molar ratio of

the sample and an arbitrary laboratory reference, respectively. Shown
are averages of 3 to 6 flask replicates, with the estimated standard error
based on replicate agreement. Also shown are numerical solutions to the
one-dimensional model for an elapsed time of 3 hours and the
temperature profile at 22:00 on 15 April. The model assumes dT/dz 0
1-C m–1 and W 0 243 per meg -C–1. Times are given in local standard
time. See (5) for analysis procedures; an aspirated radiation shield was
used to avoid thermal separation at the intake (6).
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Structure of the Hydrophilic Domain
of Respiratory Complex I from
Thermus thermophilus
Leonid A. Sazanov* and Philip Hinchliffe

Respiratory complex I plays a central role in cellular energy production in bacteria and

mitochondria. Its dysfunction is implicated in many human neurodegenerative diseases, as well

as in aging. The crystal structure of the hydrophilic domain (peripheral arm) of complex I from

Thermus thermophilus has been solved at 3.3 angstrom resolution. This subcomplex consists of

eight subunits and contains all the redox centers of the enzyme, including nine iron-sulfur clusters.

The primary electron acceptor, flavin-mononucleotide, is within electron transfer distance of cluster

N3, leading to the main redox pathway, and of the distal cluster N1a, a possible antioxidant. The

structure reveals new aspects of the mechanism and evolution of the enzyme. The terminal cluster

N2 is coordinated, uniquely, by two consecutive cysteines. The novel subunit Nqo15 has a similar

fold to the mitochondrial iron chaperone frataxin, and it may be involved in iron-sulfur cluster

regeneration in the complex.

C
omplex I Edihydronicotinamide adenine

dinucleotide (NADH)–ubiquinone oxi-

doreductase, EC 1.6.5.3^ is the first

enzyme of the mitochondrial and bacterial

respiratory chains. It catalyzes the transfer of

two electrons from NADH to quinone, coupled

to the translocation of about four protons

across the membrane, helping to provide the

proton-motive force required for the synthesis

of adenosine triphosphate (ATP) (1, 2). The

mitochondrial enzyme contains 46 different

subunits (3) and is one of the largest known

membrane protein complexes. The prokaryotic

enzyme is simpler and has 14 subunits with a

combined molecular mass of about 550 kD.

Analogs of all subunits of bacterial complex I

(also referred to as NDH-1) are found in the

mitochondrial enzyme (1), and they contain

equivalent redox components (2). Mitochondri-

al and bacterial enzymes have a characteristic

L-shaped structure, with the hydrophobic arm

embedded in the membrane and the hydrophilic

peripheral arm protruding into the mitochondri-

al matrix or the bacterial cytoplasm (4–6). Thus,

NDH-1 is a Bminimal[ model of complex I.

Until now, its atomic structure and the mecha-

nism of electron transfer have not been known.

Because of its central role in respiration, muta-

tions in subunits of complex I can lead to many

human neurodegenerative diseases (7). Also,

complex I has been suggested to be a major

source of reactive oxygen species (ROS) in

mitochondria, which can damage mitochondrial

DNA and may be one of the causes of aging (8).

The hydrophilic domain of complex I contains

the NADH-binding site, the flavin-mononucleotide

(FMN), and eight or nine iron-sulfur (Fe-S) clus-

ters (2, 9), whereas the proton-pumping machin-

ery is probably in the membrane arm. FMN

accepts two electrons simultaneously (as a hy-

dride) from NADH and transfers them one at a

time to one-electron carriers, the Fe-S clusters.

These subsequently reduce membrane-embedded

quinone to quinol in two one-electron steps. In

models of the subunit arrangement (10–13), sub-

units Nqo1 to 3 form the dehydrogenase

domain, and subunits Nqo4 to 6 and Nqo9

connect it to the membrane arm (Thermus

nomenclature is used throughout, with bovine

mitochondrial nomenclature shown in parenthe-

ses in section headings). Fe-S clusters identified

by electron paramagnetic resonance spectros-

copy (EPR) include the binuclear clusters N1a

and N1b, and the tetranuclear clusters N2, N3,

N4, N5, N6a, and N6b (2, 9). Complex I from

Thermus thermophilus and from some other

bacteria contains the additional tetranuclear clus-

ter N7 (14). At pH 7, the two-electron midpoint

redox potential of NADH is about –320 mV, of

ubiquinone þ110 mV (Thermus uses mena-

quinone, –80 mV), and of FMN about –340 mV.

The one-electron potential of cluster N1a is about

–370 mV and of cluster N2 about –100 mV,

and all the other clusters appear to be iso-

potential at about –250 mV (2, 9). It is likely that

cluster N3 accepts electrons from FMN, where-

as the high-potential cluster N2 reduces the qui-

none at the interface with the membrane domain

(1, 2, 9).

We have solved the crystal structure of the

hydrophilic domain (peripheral arm) of complex

I from T. thermophilus HB-8. This subcomplex

consists of seven known hydrophilic subunits

(Nqo1 to 6 and Nqo9) and a previously un-

known subunit, which we have identified as

part of the complex and named Nqo15 (15, 16).

The domain contains all the redox centers and

represents more than half the molecular mass of

the entire complex (280 out of 520 kD).

Structure Determination and Overall

Architecture

Two heavy atom derivatives were useful in pro-

viding phase information [in addition to previous

Fe-edge data (15)], so that, after density

modification, the resolution could be extended

to 3.3 Å (17). Side chains became clearly

visible (fig. S1), and the atomic model was

built into the electron density. The model was

refined to R
cryst

0 26.5% and R
free

0 29.8%,

with good stereochemistry (table S1). Some N-

and C-terminal residues, as well as a few

external loops, were not observed in the density

and so were not modeled (17). The current

model contains 2333 residues (out of 2510

predicted from the sequences), 9 Fe-S clusters,

and 1 FMN molecule.

In the overview of the structure shown in

Fig. 1A, the peripheral arm of complex I is a

Y-shaped assembly about 140 Å high. One

uppermost tip of the molecule is formed by

the subunits Nqo1 and Nqo2, and the other by

the C-terminal domain of Nqo3. The main stem

is formed by the N-terminal domain of Nqo3

and the connecting subunits. Its lower part

consists of subunits Nqo4 and Nqo6 (which

coordinates the terminal Fe-S cluster N2), and it

forms an interface with the membrane domain.

The overall arrangement of subunits and clus-

ters is consistent with our previous interpre-

tation, apart from the assignment of clusters

N4 and N5 in subunit Nqo3 (15), which are

now reversed (Fig. 1B). The FMN is coordi-

nated by subunit Nqo1 at the deep end of a

solvent-exposed cavity containing an apparent

NADH-binding site. FMN is within 14 Å, the

maximum distance for physiological electron

transfer (18), of both tetranuclear cluster N3

and binuclear cluster N1a. Thus, electrons can

be transferred effectively from the flavin to

cluster N3 and then, as judged by shortest

edge-to-edge distances (Fig. 1B), through a

series of five isopotential clusters to the

terminal cluster N2, located next to the likely

quinone-binding site. This pathway, NADH-

FMN-N3-N1b-N4-N5-N6a-N6b-N2-quinone,

is likely to be the main route for electron

transfer within the enzyme. Cluster N7, in

subunit Nqo3, is too far from the other clus-

ters to accept electrons effectively. As pro-

posed (15), binuclear cluster N1a may act as an

antioxidant.

At the interface with the membrane domain,

subunit Nqo6 contains a rigid (as judged from

B-factors) N-terminal a helix H1 (Fig. 1A), in-

volved in crystal contacts. This amphipathic

helix protrudes about 25 Å from the complex

and has a relatively polar upper surface and a
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hydrophobic lower surface. It is, therefore,

likely to extend into the surface region of the

membrane domain. This interpretation is con-

sistent also with the fit of the structure into a

low resolution model of the intact Escherichia

coli complex I, obtained by cryo–electron

microscopy (19). Thus, helix H1 can help in

the orientation of the model relative to the

intact complex; the membrane domain is likely

to extend in the direction of the N terminus of

this helix (to the right in Fig. 1A). Extensive

intersubunit contacts are present in the structure

(table S2) and are listed in (17).

Protein Subunits and Redox Centers

Subunit Nqo1 (51 kD). This subunit contains

the NADH-binding site, the primary electron

acceptor FMN, cluster N3, and as a whole, it has

no significant sequence similarity to any proteins

of known structure. The subunit can be sepa-

rated roughly into four domains (Fig. 2A): an

N-terminal domain (residues 7 to 72, Thermus

numbering throughout) ending with a glycine-

rich loop, followed by a Rossman-fold domain

(73 to 240), a ubiquitin-like domain (241 to

335) and a C-terminal four-helical bundle con-

taining cluster N3 (336 to 438).

The N-terminal domain wraps around the

Rossman-fold domain on the surface of the

complex and contains three short a helices.

Searches with SSM [secondary structure match-

ing (20)] and DALI (21) at the European Bio-

informatics Institute servers did not reveal

significant structural analogs of this domain.

Below and in (17), alignments performed with

SSM are listed, although DALI was used for

the initial searches. The N-terminal domain

ends with a glycine-rich loop (residues 62 to

72) that was previously suggested to be

involved in binding the adenosine diphosphate

(ADP) moiety of NADH, as part of a Rossman

nucleotide-binding fold (1). Indeed, the Rossman

fold–like domain is found after this loop, but

it is not a classical Rossman fold and it ap-

pears to bind FMN, and presumably NADH

as well, in a novel mode. Instead of a six-

stranded parallel b sheet with a 6, 5, 4, 1, 2, 3

order of strands (22), there are only four

strands in the order 4, 1, 2, 3, flanked by a

helices (Fig. 2A).

In a classical Rossman fold, the loop between

the first strand and nascent helix is glycine rich

and binds one of the nucleotide phosphate

groups. However, in Nqo1, this loop (residues

93 to 102) does not contain glycine; it is mostly

shielded from the solvent and interacts with the

buried edge of the isoalloxazine ring of FMN.

Flavin is bound at the deep end of a solvent-

exposed cavity [previously called channel 1

(15)], which contains an apparent binding site

for NADH (Fig. 3A). FMN interacts mostly with

strand four of the parallel b sheet and with

loops emerging from strands one and three. It is

held in place by a hydrogen-bonding network

(17) and interacts mainly with residues from a

previously predicted flavin-binding domain

[residues 175 to 220 (1)], but also with residues

among those previously suggested to bind

NADH [64 to 70 and 90 to 100 (1)].

The FMN cavity can accommodate one

NADH molecule comfortably, as indicated by

manual docking (not shown on figure), and the

residues likely to interact with NADH are shown

in Fig. 3A. The invariant residues Glu97 and

Tyr180 are exposed to the solvent at the deep

end of the cavity and can interact with the

nicotinamide carboxyamide. Residues 66 to

69 from the glycine-rich loop can bind the

phosphate groups of the substrate. Consistently,

our preliminary data obtained from NADH-

containing crystals (at about 5 Å resolution),

show a strong additional electron density in this

area. The invariant Glu185 (and/or Glu184) can

make hydrogen bonds to the ribose of the

adenosine moiety, similar to the aspartate res-

idue conserved in other dehydrogenases (22).

Notably, the aromatic rings of Phe78 and

Phe205, near the entrance to the cavity, are

nearly parallel and about 8.5 Å apart. These

residues are well positioned to coordinate the

adenine ring between side chains, by aromatic

stacking interactions. If NADH binds as

proposed, its nicotinamide ring will be adjacent

to the isoalloxazine ring of FMN, which allows

hydride transfer. Similar elements of NAD(P)(H)

binding are found in other nucleotide-binding

proteins, but in different structural environ-

ments. All the residues involved in binding

FMN and NADH are strongly conserved,

which suggests that the binding pocket is

conserved. Thus, in complex I, uniquely, a

Rossman-fold domain has evolved to bind both

FMN and NADH, by the addition of an extra

glycine-rich loop at the N terminus.

The subsequent ubiquitin-like domain has a

structural role, but it may also be involved in

degradation of complex I, as the domain is

exposed at the surface near the tip of the

molecule (17). Finally, the C-terminal domain

coordinates cluster N3 and consists of a four-

helix bundle. Although this fold is quite com-

mon [fold a.24 in SCOP (23)], it has not been

observed previously to bind Fe-S clusters. The

[4Fe-4S] cluster is coordinated in the cubane

geometry by Cys354, Cys356, and Cys359 from

the loop between the first and second helices of

the bundle and by Cys400 from the loop be-

tween the third and fourth helices (fig. S2A).

Subunit Nqo2 (24 kD). This subunit can be

divided into two domains: an N-terminal four-

helical bundle (residues 3 to 75) (17) and a

thioredoxin-like C-terminal domain (residues

76 to 180) (Fig. 2B). The N-terminal domain is

involved in interactions with subunits Nqo1 and

Nqo3. The C-terminal domain coordinates the

binuclear cluster N1a and consists of a mixed b

sheet flanked by two a helices. It is very similar

to the thioredoxin-like [2Fe-2S] ferredoxin

from Aquifex aeolicus [Protein Data Bank
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Fig. 1. Architecture of the hydrophilic domain of T. thermophilus complex I. (A) Side view, with the
membrane arm likely to be beneath and extending to the right, in the direction of helix H1. Each
subunit is colored differently; FMN is shown as magenta spheres, metal sites as red spheres for Fe
atoms and yellow spheres for S atoms. A possible quinone-binding site (Q) is indicated by an arrow.
(B) Arrangement of redox centers. The overall orientation is similar to that in (A), tilted to provide
an improved view of the FMN and the clusters. Cluster N1a is in subunit Nqo2; N3 and FMN in
Nqo1; N1b, N4, N5, and N7 in Nqo3; N6a/b in Nqo9; and N2 in Nqo6. The main pathway of
electron transfer is indicated by blue arrows, and a diversion to cluster N1a by a green arrow. The
distances between the centers given in angstroms were calculated both center-to-center and edge-
to-edge (shown in parentheses). Clusters N3 and N4 are separated by 17.6 Å (13.8 Å edge-to-
edge), and clusters N1b and N5 by 19.2 Å (16.7 Å edge-to-edge).
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(PDB) identifier 1f37 (24), root mean square de-

viation (RMSD) 0 1.7 Å over 80 C
a
atoms,

with 19% sequence identity, including cluster-

ligating cysteines]. This similarity was noted

previously from sequence comparisons (25).

The stability of the fold is enhanced by a

disulfide link between Cys144 from the last b

strand and Cys172 from a surface-exposed loop.

Cluster N1a is coordinated by cysteines 83,

88, 124, and 128. The cluster is only about 12 Å

from the isoalloxazine ring, and so can accept

electrons from FMN, but cannot pass them on

directly to the nearest cluster N3, which is 19 Å

away. Polar residues in the environment of this

and other clusters are listed in (17). Such

residues, located near the clusters, could help

adjust redox potentials (26, 27). N1a appears to

have a more hydrophobic environment than

other clusters, which may explain its low

midpoint potential.

Subunit Nqo3 (75 kD). This is the largest

subunit in complex I, comprising two main

parts, an N-terminal [FeFe]-hydrogenase-like

domain (residues 1 to 240) and a domain similar

to molybdopterin-containing enzymes (residues

241 to 767, subdomains I to IV) (Fig. 2C).

As predicted from sequence similarities

(1, 25), the N-terminal domain of Nqo3 is similar

to the N-terminal domain of [FeFe]-hydrogenases;

residues 1 to 240 align with an RMSD 0 2.0 )

and 23% sequence identity over 177 C
a
atoms,

with residues 1 to 206 from [FeFe]-hydrogenase

[PDB 1feh (28)]. The coordination of clusters

N1b, N4, and N5 within Nqo3 (fig. S2C) is

similar (in its ligands and the distances between

clusters) to the coordination of clusters FS2,

FS4B, and FS4C, respectively, in the [FeFe]-

hydrogenase (28). In Nqo3, binuclear cluster

N1b is coordinated in a [2Fe-2S] ferredoxin-

like fold (28) by cysteines 34, 45, 48, and 83.

Tetranuclear cluster N4 is coordinated in a 2�

[4Fe-4S] ferredoxin-like fold (28) by cysteines

181, 184, 187, and 230 (fig. S2C). In [FeFe]-

hydrogenases, this fold contains an additional

tetranuclear cluster FS4A, which is absent from

complex I, although the fold is conserved.

The tetranuclear cluster N5 is coordinated by

Cys119, Cys122, Cys128, and His115 from a loop

between two a helices (Fig. 3B). Similar to the

[FeFe]-hydrogenase, the Ne atom of His115 is a

ligand for iron from cluster N5, in contrast to

other known examples where Nd is the coordi-

nating ligand (28). It has been discussed that

the histidine ligand may tune the midpoint

potential (28). In complex I, cluster N5 belongs

to the equipotential group of clusters, but its

EPR properties are unusual, as it exhibits very

fast spin relaxation and exists in a mixed high-

spin ground state (29). Cluster FS0 in nitrate

reductase A is also ligated by three cysteines

and one histidine (26) and has a fast spin

relaxation and an unusual high-spin ground

state (30). Thus, it is likely that the unusual

properties of cluster N5 are due to its histidine

ligation. Several polar residues are within

hydrogen-bonding distances to the cluster [Fig.

3B and (17)]. Such an environment in the

protein interior may indicate that cluster N5 is

not simply a ‘‘stepping stone’’ in the electron

transfer pathway, but that it could have an

additional role in the mechanism of complex I.

Contrary to predictions (25), the C-terminal

domain of Nqo3 (residues 241 to 767) does not

have any structural similarity to the C-terminal

active-site domain of [FeFe]-hydrogenases.

However, it is clearly similar to a family of

molybdenum (molybdopterin guanine dinu-

cleotide, MGD) cofactor–containing enzymes.

Fig. 2. The folds of individual subunits. Fe-S centers are shown as red
spheres for Fe atoms and yellow spheres for S atoms, with cluster names
in red. Subunits are not drawn to the same scale. (A) Nqo1. Its N-terminal
domain is in purple, a Rossman-fold domain in blue, an ubiquitin-like
domain in green, and the C-terminal helical bundle, coordinating cluster
N3, in red. FMN is shown in stick representation. (B) Nqo2. The N-
terminal helical bundle is shown in blue, the thioredoxin-like domain
coordinating cluster N1a in green. (C) Nqo3. The N-terminal [FeFe]-
hydrogenase–like domain coordinating clusters N1b, N4, and N5 is
magenta, subdomains of the C-terminal molybdoenzyme-like domain are
shown in I (coordinating cluster N7), blue; II, green; III, yellow; and IV,

red. (D) Nqo9, coordinating clusters N6a and N6b, is shown in rainbow
representation, colored blue to red from N to C terminus. (E) Nqo6,
coordinating cluster N2, is shown in rainbow representation, with helix
H1 indicated. (F) Nqo4. The N-terminal ab domain is shown in blue, the
a-helical bundle in green, the extended helix H2 in yellow, and the C-
terminal ab domain in orange. Clusters are shown for orientation only.
(G) Nqo5. The N-terminal a/b domain interacting with Nqo4 is shown in
blue, the domain interacting with Nqo9 in green, and the C-terminal loop
interacting with Nqo3 in yellow. Clusters are shown for orientation only.
(H) Nqo15, shown in rainbow representation. The histidines exposed
inside the putative iron storage cavity are shown.
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For example, residues 241 to 767 of Nqo3 su-

perimpose with nitrate reductase [PDB 2nap

(31), RMSD 0 2.7 Å and 18% sequence iden-

tity over 428 C
a
atoms]. The alignments in-

clude the position and Cys ligands of cluster

N7, matching the analogous [4Fe-4S] clus-

ter in molybdopterin-containing enzymes.

Weak sequence homology with molybdopterin-

containing enzymes in this region was noted

previously (32).

The C-terminal domain of Nqo3 can be

separated into four subdomains similar to those

of nitrate reductase (31): They are domains I

(residues 241 to 308), II (309 to 373 and 540 to

670), III (374 to 539), and IV (671 to 767).

Domain I coordinates cluster N7, in a mostly

hydrophobic environment. The related domains

II and III each resemble a Rossman fold and

consist mostly of a parallel five-stranded b

sheet flanked by helices on each side. These

two domains face each other, with the edges of

b sheets creating a cavity in the middle. In

nitrate reductase, this cavity is occupied by the

MGD cofactor. In Nqo3, the cavity is capped

by domain IV, which is connected to domain II

by a long, isolated b strand–type segment (res-

idues 673 to 691), running over the surface of

the protein. Domain IV has a mostly irregular

structure, with one antiparallel b sheet. Its

analog in nitrate reductase also acts as a lid

for the MGD cavity. However, complex I does

not contain a molybdenum cofactor. The

NADþ-reducing formate dehydrogenase com-

plex from Ralstonia eutropha includes an

MGD-containing analog of the full-length

Nqo3 (subunit FdsA), as well as analogs of

Nqo1 and Nqo2 (33). This and similar enzymes

could share a common ancestor with complex I,

and it appears that the C-terminal part of Nqo3

evolved from an MGD-containing ancestor,

after losing the molybdenum cofactor. How-

ever, cluster N7, which is too far away from the

main redox chain to participate in electron

transfer, has been retained in T. thermophilus

and some other bacteria, probably because it

confers structural stability on the fold in domain

I. Sequence similarities indicate that the fold of

the Nqo3 subunit is conserved in other species,

although most prokaryotes and all eukaryotes

have lost cluster N7.

The functional role of the C-terminal domain

of Nqo3 is unclear. Upon reduction with NADH,

a large conformational change in E. coli com-

plex I (and specifically in Nqo3) to an ‘‘open,’’

expanded conformation was observed (34). It is

conceivable that, in an open conformation, the

lid formed by domain IV moves, which pro-

vides access to the cavity between domains II

and III. The B-factors show that the C-terminal

part of Nqo3 is one of the most flexible areas of

the complex. In the structure described here

(presumably the oxidized ‘‘closed’’ conforma-

tion), there is a small cavity in the protein sur-

face near His591, corresponding to the edge of

the MGD cavity in nitrate reductase. No effec-

tors are known to bind in this area. The Nqo3

cavity is too far from the main redox chain for

electron transfer, and there is no obvious sec-

ond NAD(H)-binding site elsewhere in the

structure. Therefore, the suggestion that com-

plex I has two different catalytic binding sites

for NAD(H), with the second site operating

during reverse electron flow (35), is incon-

sistent with the structure. Observed kinetic dif-

ferences (35) may be due to conformational

changes in complex I. However, because the

former MGD-binding site is present, it is con-

ceivable that NAD(H) or another effector binds

to Nqo3 in a regulatory role, especially in an

‘‘open’’ conformation.

Subunit Nqo9 (TYKY). This subunit coordi-

nates the tetranuclear clustersN6a andN6b,which

follow cluster N5 in the redox chain. As predicted

from sequence comparisons (1), the fold (Fig.

2D) is similar to that of the 2� [4Fe-4S]

ferredoxin family (17). The clusters are linked

by short a helices, so that cluster N6a is co-

ordinated by cysteines 53, 56, 59, and 108, and

cluster N6b is coordinated by cysteines 63, 98,

101, and 104 (fig. S2D), with several polar res-

idues nearby (17). We propose that this naming

convention should be used for all N6a/b clus-

ters in complex I from other species. Residues

at the N and C termini of Nqo9 (not in the

ferredoxin fold) are involved in contacts with

other subunits, mainly Nqo6. Overall, the role

of this subunit appears to provide a ‘‘connect-

ing chain’’ of two clusters between cluster N5

and the terminal cluster N2, and to stabilize the

structure of the complex by interacting with

other subunits (Fig. 1 and table S2).

Subunits Nqo4 (49 kD) and Nqo6 (PSST).

As expected from their similarity to subunits of

[NiFe]-hydrogenases, these subunits interact

extensively; hence, they are discussed together.

Subunit Nqo6 superimposes with the N-terminal

part (coordinating the proximal cluster) of the

small subunit of the [NiFe]-hydrogenase from

Desulfovibrio gigas [PDB 2frv (36), RMSD 0

2.8 Å and 24% sequence identity over 102 C
a

atoms]. The fold consists of a parallel b sheet

flanked by a helices, resembling a flavodoxin

(36). Notably, the extended N-terminal helix

N5

3H115 3D118

3R178

3R245

3Q131

4E322

3C122

3C128

N2

6C140

6C45
6C46

6R83

4Y87

4R84

4H169

N3

1E97

1Y180

1G183

1E184
1E185

1I218

loop 66-69

1N219

1K75

1F78

1F205

A

B C

Fig. 3. The environments of the FMN-binding site and of selected Fe-S clusters. (A) The binding site
for FMN and NADH, viewed from the solvent-exposed side. Residues involved in FMN binding are
shown in stick representation with carbon in yellow and hydrogen bonds as dotted lines. Residues
likely to be involved in NADH binding are shown in stick representation, with carbon in magenta.
Prefixes to residue names indicate the subunit number. Cluster N3 is visible to the left. Subunits are
colored as in Fig. 1. A s

A
-weighted 2F

obs
– F

calc
map contoured at 1s is shown around the FMN. (B)

Cluster N5 and (C) cluster N2. Cluster ligands and polar residues nearby are shown. The backbones of
subunits are colored as in Fig. 1. Electron density is from a s

A
-weighted 2F

obs
– F

calc
map contoured at

1s. Clusters are shown as spheres of 0.3 van der Waals radius.

RESEARCH ARTICLE

1433www.sciencemag.org SCIENCE VOL 311 10 MARCH 2006

http://www.sciencemag.org


H1 found in Nqo6 (Figs. 1 and 2E) is absent

from the hydrogenase. The fold at the interface

of Nqo6 and Nqo4 and the relative positions of

these subunits are similar to the arrangement of

small and large subunits in the hydrogenase.

Similar to the proximal cluster in the hydro-

genase, cluster N2 is coordinated only within

Nqo6, but is at the interface with Nqo4. One of

the four cysteine ligands of the hydrogenase

proximal cluster is not conserved in complex I,

which has instead two invariant adjacent cys-

teines,
6
Cys45 and

6
Cys46 (the prefix indicates

subunit number). As there is no previous example

in the PDB of an Fe-S cluster coordinated by two

consecutive cysteines, it has been proposed that

the fourth ligand may be provided by Nqo4,

although mutagenesis indicated otherwise (37).

Cluster N2 is coordinated by
6
Cys45 and

6
Cys46,

which are in the first turn of a helix, connected

through a b strand to helix H1. The coordination

is completed by
6
Cys111 and

6
Cys140 (Fig. 3C).

The Chi-1 angles of
6
Cys45 and

6
Cys46 deviate

from optimal values, and the experimental

electron density connecting these ligands with

cluster N2 is noticeably lower than for other

cysteines, which may reflect a suboptimal

geometry and associated higher mobility.

Cluster N2 has also probably the most polar

environment of all complex I clusters. It is

hydrogen-bonded with the conserved residues

4
Arg84 and

4
His169 (similar to Arg63 and His219

in the hydrogenase) and is about 4 Å from

6
Arg83. Five backbone amides are also within

NH-S hydrogen bond distance. It has been

suggested that an increase in the number of

such bonds and interactions with backbone

amide dipoles (27), as well as interactions with

polar head groups (26), leads to higher redox

potentials. Most other clusters in the structure

are involved in two to four interactions with

backbone amides. The combined effect of in-

teractions with the backbone and with polar

head groups could account for the high redox

potential of N2 relative to other clusters. Muta-

tions of
4
Arg84 and

4
His169 analogs led to an

apparent loss of cluster N2 with retention of

activity (38). In view of the structure, it is more

likely that the cluster was retained, but with the

redox potential lowered below the detection

level. N2 is only 8 Å from the membrane do-

main interface, but is, as are all the clusters,

shielded from the solvent.

Subunit Nqo4 superimposes with the large

subunit of the [NiFe]-hydrogenase [PDB 2frv

(36), RMSD 0 2.2 Å and 18% sequence

identity over 280 C
a
atoms]. The alignment

includes N- and C-terminal ab-type domains

(residues 35 to 106 and 334 to 409, respec-

tively) and a very long four-helix bundle (res-

idues 107 to 320, Fig. 2F). A few short helices,

a b sheet, and less regular segments in the

hydrogenase are absent from Nqo4. Some of

these areas are occupied by subunit Nqo5,

without structural similarity to the hydrogenase.

The location of a Ni-binding site in the hy-

drogenase is conserved in complex I, adjacent

to cluster N2 and partly exposed toward an

elongated cavity at the interface with the mem-

brane domain, in the cleft between subunits

Nqo4 and Nqo6 (Fig. 4, A and B). Judging

from this location, this cavity is probably the

binding site for a quinone, consistent with the

observation that a semiquinone species forms

within 12 Å of cluster N2 (39). Mutations of

analogs of the conserved residues
4
Asp401 and

4
Val403, which face the cavity, lead to resist-

ance to quinone-like inhibitors (38, 40). The

hydroxyl of invariant
4
Tyr87 also faces the

cavity, and is 8 Å from cluster N2 and 6 Å from

the sulfur atom of its ligand
6
Cys45 (Fig. 3C).

Mutation of this tyrosine in Yarrowia lipolytica

completely abolished the activity (38). There-

fore, the quinone head group is likely to

interact with these residues and, possibly, also

with exposed
4
Arg42 and

4
Arg350. Most of the

other residues lining the cavity are hydro-

phobic, which allows it to accommodate part

of the isoprenoid tail, although most of the

tail is probably in the membrane domain.

Thus, the structure confirms suggestions that

the quinone-binding site evolved from the

Ni-containing active center of the hydrogen-

ase (38).

The interface with the membrane domain is

mostly hydrophobic near helix H1 of Nqo6,

but comprises a mixture of hydrophobic and

acidic residues in the area of subunit Nqo4

(Fig. 4B). This suggests that binding of the

peripheral arm of complex I to the membrane

domain may involve both hydrophobic and

polar interactions.

Notably, helix H2 (residues 321 to 333),

which is absent from the hydrogenase, is

extended far outside the main body of Nqo4,

approaching clusters N5 and N6a (Fig. 2F). The

sequence in this region is highly conserved,

including the invariant residues
4
Glu322 and

4
His327, which interact (17) with clusters N5

and N6a, respectively (Fig. 3B and fig. S2D).

Mutation of
4
His327 led to a 50% loss of

activity, indicating an important functional role

for this unusually arranged helix (38).

Subunit Nqo5 (30 kD). The N-terminal do-

main of this subunit (residues 1 to 153) wraps

around Nqo4 on one side, and the subunit

interacts also with Nqo9 via a two-stranded b

sheet (residues 154 to 171) and with Nqo3 via an

extended C-terminal loop (residues 172 to 196)

(Figs. 1A and 2G; table S2). The main fold

consists of a five-stranded mixed b sheet

(interacting with a b sheet in Nqo4), flanked

on the outside by a helices. One possible role

for Nqo5 appears to be in the stabilization of

the complex. Mutation in Yarrowia of the

invariant
4
Arg409, which in Thermus is involved

in a salt bridge with the invariant
5
Asp120, led

to destabilization of the enzyme (41).

Fig. 4. Possible quinone- and iron-binding
sites. The solvent-accessible surface area is
shown, calculated with the APBS plug-in in
PyMOL using a sphere of 1.4 Å radius as a probe.
It is colored red for negative, white for neutral,
and blue for positive surface charges. (A) Close-
up of the quinone-binding site, viewed from the
membrane space up toward the peripheral arm.
Residues likely to interact with the quinone are
shown. Prefixes before residue names indicate
the subunit number. Subunits are colored as in
Fig. 1. (B) Overview of the interface with the
membrane domain in surface representation.
The orientation is similar to that in (A). The
quinone-binding site is indicated by an arrow
and Q. Helix H1 and subunit names are in-
dicated for orientation. (C) A possible iron-
binding and/or iron storage site. Histidines and
other polar residues lining the cavity are shown.
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Subunit Nqo15. This 129-residue protein

[National Center for Biotechnology Information

(NCBI) GenInfo (GI) identifier 55771878] is the

first subunit of bacterial complex I identified in

addition to the 14 conserved subunits (16).

Nqo15 is bound to the side of the complex

near the N terminus of Nqo3, where it interacts

with subunits Nqo3, Nqo2, Nqo1, Nqo9, and

Nqo4 (Fig. 1A and table S2). Without Nqo15,

this region would be rather narrow compared

with the rest of the structure. Thus, one of its

probable functions is to stabilize the complex.

Unexpectedly, the fold of Nqo15 was found to

be similar to the unique fold of the frataxin

family (Fig. 2H). Despite the low sequence

similarity, Nqo15 superimposes very well with

the E. coli frataxin homolog CyaY [PDB 1ew4

(42), RMSD 0 2.5 Å, 13% sequence identity

over 88 C
a
atoms] and with human frataxin

[PDB 1ekg (43), RMSD 0 3.3 Å, 11% se-

quence identity over 96 C
a
atoms]. The fold

consists of a large, twisted, six-stranded anti-

parallel b sheet, flanked on one side by N- and

C-terminal a helices.

Mitochondrial matrix frataxin and its homo-

logs in bacteria are thought to be iron chap-

erones, participating in the storage of iron and in

the maturation of Fe-S and heme-containing

proteins (43, 44). Frataxin deficiency in humans

leads to Friedreich’s ataxia, a severe neurode-

generative disorder. Frataxin serves as an iron

donor to aconitase, converting an inactive 3Fe-4S

cluster to an active 4Fe-4S cluster (44).

Nqo15 interacts with complex I mainly

through the exposed face of its b sheet. Between

this b sheet and the rest of the complex there is a

hydrophilic channel [with an elliptical cross

section of about 7 Å by 15 Å, previously named

channel 2 (15)] leading from the solvent to

within about 10 Å of cluster N3, at its deep end,

and cluster N1a, at its side. Remarkably, this

cavity is lined with six exposed histidine resi-

dues, four of them provided by Nqo15 [histi-

dines 90, 92, 94, and 96 (Fig. 2H)], as well as

1
His350 and

3
His208 (Fig. 4C). At the deep end

of the channel, in an area with negative surface

charge, there is a possible binding pocket for

iron (as suggested by similarity to frataxin),

formed by
15
His92,

3
His208, and

3
Glu204. Ad-

ditionally,
1
His350 and

15
His90 would only re-

quire a side-chain rotation to contribute to metal

binding. Remaining Nqo15 histidines 94 and 96

are in a good position to serve as anchors that

guide iron into the binding site. Thus, another

possible role for Nqo15 is the storage of iron. It

could be used for the reconstitution of the near-

by Fe-S clusters N3 and N1a, if iron is lost from

them. No electron density for bound metal was

observed in the cavity, possibly because Fe is

lost during purification. Binding of frataxin to

its target proteins is mediated by iron (45), con-

sistent with our proposal for an iron-binding site

at the interface between Nqo15 and the rest of

complex I. Also, frataxin is suggested to bind to

its partners via the conserved exposed face of the

b sheet (42), similar to Nqo15. Therefore, Nqo15

may represent the first example of a frataxin-like

protein permanently bound to its target.

No other frataxin analogs were found in T.

thermophilus, and analogs of Nqo15 were

found only in close relatives, Deinococcus

geothermalis and Deinococcus radiodurans.

The permanent attachment of an Nqo15-like pro-

tein to complex I may be unique to thermo-

philes and may be a consequence of their harsh

environment.

Functional Implications

One of the most puzzling questions about com-

plex I is why it contains so many Fe-S clusters.

Evolution of the complex from many smaller

building blocks is probably part of the answer, as

the structure shows. One of the clusters, N7, is

not conserved and is likely to be an evolutionary

remnant. However, the number of conserved

clusters retained appears to be in excess of the

minimum number needed just to connect the

NADH- and quinone-binding sites. Electron

transfer could, in principle, proceed between

clusters N3 and N4 (edge-to-edge distance

13.8 Å), without N1b participation. Additional

reasons for complexity may lie in the mecha-

nism of the enzyme.

Complex I flavin, after reduction by NADH

to FMNH
2
, releases two electrons in two steps

with one-electron redox potentials (at pH 7.0)

of about –300 mV (FMNH
2
/flavosemiquinone)

and of about –390 mV (flavosemiquinone/

oxidized flavin) (46). Electrons can be trans-

ferred effectively to the nearest cluster N3

(potential –250 mV) and along the cluster chain

to membrane-embedded quinone (Fig. 1B).

Under steady-state NADH oxidation, the Fe-S

clusters in complex I are almost fully reduced,

and the rate-limiting step is likely the oxidation

of N2 by quinone (47). When cluster N3 is re-

duced, electron transfer from flavosemiquinone

(potential –390 mV) to cluster N1a (potential

–370 mV) is thermodynamically favorable. As

soon as N3 is reoxidized during quinone re-

duction, electrons from N1a can proceed via

FMN into the main cluster chain. A pair of

electrons from FMN may thus be donated nearly

simultaneously to clusters N3 and N1a, and the

flavosemiquinone radical may be short-lived.

Cluster N1a is shielded from the solvent (fig.

S2B), whereas FMN is exposed (Fig. 3A), and

flavosemiquinone, as well as FMNH
2
, can

generate ROS by reduction of oxygen (48).

Therefore, such temporary storage of electrons

by N1a is likely to minimize ROS production

during turnover of complex I. Apart from Fe-S

cluster ligands,
1
Cys182 is the only other

conserved cysteine in complex I, and it has

been identified as the site of the oxidative

attack and as a redox-sensitive thiol (49). It is

only 6 Å from the FMN, consistent with flavin

serving as a source of ROS.

Considering the coupling between elec-

tron transfer and proton translocation, two

main modes of coupling have been proposed:

direct (redox-driven, e.g., Q-cycle variations)

or indirect (through conformational changes)

(1, 2, 34, 50, 51). Some features of the structure

support direct coupling. There is a clear

electron transfer pathway from FMN to cluster

N2. Polar residues, found in the vicinity of

nearly all clusters, may adjust redox potentials

for optimal rates. The unique coordination of

cluster N2 by two consecutive cysteines is

conserved in complex I and is likely to be

important for the mechanism. The midpoint

potential of N2 is pH-dependent, indicating that

its reduction is coupled to proton binding (2, 9).

This may be due to the polar environment of

the cluster, in particular
4
His169. However, the

unusual coordination of the cluster may allow

its direct protonation, coupled to reduction. In

this respect, N2 may resemble [3Fe-4S] clusters

or redox-active [4Fe-4S] clusters, coordinated

by only three cysteines, which can be directly

protonated (52). The invariant
4
Tyr87 can in-

teract with one of the two consecutive N2

ligands,
6
Cys45, as well as with the quinone

(Figs. 3C and 4A). This arrangement could

facilitate electron transfer and possibly proton

transfer or coupling. As most elements would

be needed for any NADH to quinone pathway,

these features do not support the direct mech-

anism exclusively.

However, some elements of the structure can

be interpreted as pointing to long-range confor-

mational interactions. Notably, the conserved

helix H2 extends away fromNqo4 to clusters N5

andN6a, and it interacts with them through polar

residues (Fig. 2F and fig. S2D). One role of such

an unusual arrangement could be to provide a

way of communicating the redox state of these

clusters to Nqo4 and further on to the mem-

brane domain, possibly through conformational

changes. In addition, the distance between

clusters N5 and N6a is the longest in the redox

chain (Fig. 1B), which may reflect a transfer-

controlling step. Cluster N2 is linked through

one b strand to the rigid helix H1, which is

likely to extend on the membrane domain

surface toward antiporter-like subunits Nqo12

to 14 (11). This helix could also provide a

connection between the clusters and the proton-

pumping machinery, possibly as a kind of

‘‘lever.’’ As the conformation of Nqo3 is

changed when enzyme reduction takes place

(34), its large C-terminal domain could partic-

ipate in a conformational mechanism. The very

long redox chain of complex I may help to

coordinate large-scale conformational changes

(34, 51). As four protons are moved across the

membrane in each catalytic cycle, a combina-

tion of direct and indirect mechanisms could

operate in complex I.
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Ultrafast Interfacial Proton-Coupled
Electron Transfer
Bin Li,1 Jin Zhao,1 Ken Onda,1 Kenneth D. Jordan,2 Jinlong Yang,3 Hrvoje Petek1*

The coupling of electron and nuclear motions in ultrafast charge transfer at molecule-

semiconductor interfaces is central to many phenomena, including catalysis, photocatalysis, and

molecular electronics. By using femtosecond laser excitation, we transferred electrons from a rutile

titanium dioxide (110) surface into a CH
3
OH overlayer state that is 2.3 T 0.2 electron volts above

the Fermi level. The redistributed charge was stabilized within 30 femtoseconds by the inertial

motion of substrate ions (polaron formation) and, more slowly, by adsorbate molecules (solvation).

According to a pronounced deuterium isotope effect (CH
3
OD), this motion of heavy atoms

transforms the reverse charge transfer from a purely electronic process (nonadiabatic) to a

correlated response of electrons and protons.

T
itanium dioxide (TiO

2
) is a large–band

gap semiconductor with important ap-

plications in photocatalysis and solar

energy conversion (1–5). Electron-hole pair

excitation within semiconductors such as TiO
2

can initiate photocatalytic reactions in chem-

isorbed molecular overlayers through interfacial

charge transfer. In response to charge injection

into a molecular overlayer, the interfacial lattice

ions and molecules will undergo inertial motion

to minimize the free energy (dielectric screen-

ing) or even chemical reactions, which are in

competition with the charge population decay

by reverse transfer into the semiconductor. Of

particular interest as a source of abundant clean

energy and for environmental remediation is

the activation of bonds that contain hydrogen

atoms through the coupling of electrons and

protons, which can catalyze disproportionation

of H
2
O into H

2
and O

2
(1–3).

Excess electrons in molecular overlayers

on metal oxide surfaces are strongly attracted

to the dangling hydrogen atoms of surface-

bound -OH groups and on coadsorbed protic

solvent molecules that are not engaged in

strong hydrogen bonds (6, 7). The injection of

electrons into the molecular overlayer can

even release hydrogen atoms from the existing

hydrogen bonds to create new dangling hy-

drogen atom centers. Such correlated dynam-

ics of electrons and protons are fundamentally

important in chemistry and biology. They can

drive photocatalytic reactions as well as mod-

ulate charge transport at the semiconductor/

protic solvent interfaces, and they are known

to play a role in photosynthesis, respiration,

and transport through biological membranes

(8–13).

In a recent time-resolved two-photon pho-

toemission (TR-2PP) study of H
2
O/TiO

2
(110)

surfaces, we discovered an excited electron-

ic state 2.4 T 0.1 eV above the Fermi level

E
F
. This state attains the maximum intensity

when -OH species, which are formed by the

dissociation of H
2
O at defect sites on

TiO
2
(110), coexist with chemisorbed H

2
O at

È1-monolayer (ML) coverage. On the basis of

chemical evidence and density functional theo-

ry (DFT) calculations, we assigned this reso-

nance to partially hydrated, or Bwet,[ electron

states. Electrons injected into the molecular

overlayer are delocalized over several hydrogen

atoms associated with -OH groups and neigh-

boring water molecules. The injected electrons

decay into the conduction band of TiO
2
through

reverse charge transfer in less than 15 fs, faster

than the dielectric response of the interface can

stabilize them (6, 7).
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Here we provide further insight into the

decay of interfacial electrons through correlated

motion of both heavy and light (hydrogen/

deuterium) atoms by using the model system of

CH
3
OH/TiO

2
(110). Methanol is the simplest

protic organic adsorbate—with well-known

liquid and interfacial electron solvation, adsorp-

tion, and photochemical properties (14–21)—

which acts as a hole trap in photocatalysis (22).

We find that CH
3
OH stabilizes wet electrons

more effectively than H
2
O does, allowing their

progressive energy relaxation through inertial

polaron formation and diffusive solvation to be

observed on femtosecond to picosecond time

scales. A pronounced deuterium isotope effect

after a prompt inertial response suggests that

the dielectric screening transforms the reverse

charge transfer process from the nonadiabatic

regime, where state occupations switch between

electronic surfaces, to the proton-coupled re-

gime, where the electron transfer is correlated

with proton motions.

TR-2PP measurements on CH
3
OH/TiO

2
(110)

surfaces were performed according to the

procedures for H
2
O/TiO

2
(6, 23, 24). 2PP

through a transiently occupied wet electron

state (Fig. 1) was induced with 10-fs pulses

from the second harmonic of a Ti:sapphire laser

(3.05 eV photon energy). 2PP spectra, recorded

by scanning a hemispherical electron energy

analyzer, are dominated by the transiently

occupied wet electron state (24). Two-pulse

correlation (2PC) measurements were used

to record the energy and population decay of

the wet electron state. The 2PP signal was

acquired simultaneously at seven photoelec-

tron energies while scanning the delay be-

tween identical pump-probe pulses (25). The

reduced TiO
2
surface was prepared by standard

ultrahigh-vacuum methods with a controlled

density of surface-bridging oxygen-atom (O
b
)

(Fig. 2) vacancies (23). After purification, either

high-purity CH
3
OH or CH

3
OD gas was

deposited onto the TiO
2
surface at 100 K.

The coverage of È1 ML corresponding to

adsorption of one methanol molecule at each

terminal five-coordinate Ti
5c
4þ site (20) was at-

tained by exposure to È1.2 Langmuir (1 L 0

1.33 � 10j6 mbarIs), according to the proce-

dure established in (24). Other coverages are

referenced to this coverage, assuming a con-

stant adsorption probability. For the comparison

of results for CH
3
OH and CH

3
OD, the work

function provided an independent measure of

coverage (23).

Upon adsorption, CH
3
OH is deprotonated at

O
b
vacancy sites to form methoxy CH

3
O- and

hydroxy -OH species incorporated into the

bridging rows. After titrating the O
b
vacancies,

additional first-monolayer CH
3
OH molecules

bind with their O atoms to the Ti
5c
4þ sites. Partial

deprotonation at Ti
5c
4þ sites to form additional

bridging -OH groups creates higher -OH cover-

age than those obtained for H
2
O-covered sur-

faces (Fig. 2) (20, 21).

On reduced TiO
2
(110) surfaces, the excess

surface charge introduced by O
b
vacancies or

hydrogen atoms is delocalized over several Ti
5c
þ4-d

sites in a band È0.7 eV below E
F
(7). Excitation

with 3.05-eV light induces charge transfer from

the Ti
5c
þ4-d donor to a CH

3
OH overlayer acceptor

state at 2.3 T 0.2 eV above E
F
(Fig. 1). In (24),

we reported on the CH
3
OH coverage, sample

temperature, and parallel momentum dependence

of this wet electron state. Here we present the

excited state energy relaxation and population-

decay dynamics instigated by the correlated mo-

tion of the injected charge and the heavy and light

atoms at the interface.

Fig. 1. Schematic diagram for the 2PP
excitation at the CH

3
OH/TiO

2
interface.

The photoinduced charge transfer from
the partially reduced Ti

5c
þ4-d sites (N

0
)

to the CH
3
OH overlayer (N

1
) initiates

the coupled electron-nuclear dynamics.
The redistribution of charge elicits a
dielectric response involving fast Ti–O
bond stretching (polaron formation)
along with slower adsorbate reor-
ganization (solvation) to relax the ini-
tially prepared N

1
to a quasi-stable N

1*

state. Simultaneously, the population
decay by reverse charge transfer evolves
from the nonadiabatic (t

na
) to the

proton-coupled (t
PCET

) regimes. The
2PP spectra (shown for 1-ML CH

3
OH)

and the pump-probe 2PC measurements
obtained by further excitation of elec-
trons to continuum states (N

2
) above

the vacuum level E
VAC

record the
intermediate state electronic structure
and dynamics.

Fig. 2. (A and B) Top
and side views, respec-
tively, of the optimized
geometry of the ground
state and the associated
lowest energy (2.5 eV)
unoccupied adsorbate
localized orbital of
50% deprotonated
CH

3
OH at 1-ML cover-

age on TiO
2
(110) from

DFT calculations (26). Ti,
blue; O, red; C, orange;
and H, white; atoms
remain essentially fixed,
whereas the H atoms
of the bridging -OH
(green) and methanol
-OH (yellow) undergo
a substantial change
in the excited state
structural optimization.
Arrows indicate the
bridging oxygen O

b
,

terminal five-coordinate
titanium Ti

5c
rows, and

methyl H
m

atoms. The
translucent structures

indicate the unoccupied orbital distribution of the wet electron state. (C and D) The top and side
views, respectively, of the optimized geometry when an electron is added to the unoccupied state. The
structural changes from (A) and (B) to (C) and (D) mainly consist of rotation of the bridging -OH
toward the surface normal configuration and proton transfer from the CH

3
OH to the proximate O

b
site.

Simultaneously, the wet electron distribution descends toward the surface from the methyl groups to
the bridging -OH.
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The resonance at 2.3 T 0.2 eV attains the

maximum intensity at 1 ML CH
3
OH coverage.

It is similar to the wet electron resonance on

H
2
O/TiO

2
(6, 7, 24) in its dependence on the

surface -OH concentration, the parent molecule

coverage, and its energy relative to E
F,

im-

plying related electronic structures of the excess

electrons. To better characterize the molecular

and electronic structure of CH
3
OH/TiO

2
sur-

faces, we performed DFT calculations (26–29).

The CH
3
OH structure where 50% of molecules

are deprotonated (Fig. 2, A and B) was cal-

culated to have lower total ground state energy

than the 0 and 100% deprotonated structures.

Nevertheless, independent of the degree of

deprotonation, the calculations give similar

spatial distributions and energies of 2.5 T 0.1

eV above E
F
for the lowest energy unoccupied

overlayer state at the ground state geometry. By

contrast to the H
2
O/TiO

2
system, the un-

occupied density of states resides mostly on

the H
m
atoms of CH

3
, where m denotes methyl,

because hydrogen bonding consumes all of the

dangling hydrogen atoms in the ground state

(Fig. 2, A and B). The aliphatic hydrogen atoms

of alcohols are known to participate in electron

solvation in liquid methanol (16–18).

An overview of the electron injection, energy

relaxation, and population decay dynamics for

CH
3
OH and CH

3
OD overlayers is evident from

plots of 2PP intensity spanning 2PC records at

14 different energies for several coverages (Fig.

3). By contrast to H
2
O/TiO

2
(6), the solvated

electron dynamics for CH
3
OH/TiO

2
strongly

depend on the coverage, with lifetimes extend-

ing to the picosecond range for Q3-ML CH
3
OH

(30). The data in Fig. 3 show the following

trends: (i) At low coverages (e1 ML), the

resonance decays in G30 fs, independent of

energy or isotopic substitution. (ii) Above 1-ML

coverage, both the excited state population

and its energy decay with fast and slow

components. (iii) Only the slow decay compo-

nents depend strongly on the CH
3
OH coverage.

(iv) The slow population decay shows a pro-

nounced deuterium isotope effect.

To extract quantitative rates for the electron

energy and population relaxation, we simulated

the 2PC measurements with a model based

on the optical Bloch equations (25, 31). Two-

photon absorption probability was calculated

for a transient intermediate state that evolves

through the coupling of the electronic and nu-

clear degrees of freedom (Fig. 1). The signal

corresponding to the photoexcited state N
1

(resonance peak at zero delay) decays with

isotope- or coverage-independent single expo-

nential kinetics with a total rate 1/t
1
0 1/t

na
þ

1/t
11*

(t
na

represents the nonadiabatic reverse

charge transfer into the conduction band of

TiO
2
. Simultaneously, N

1
decays in energy by

È0.1 eV on a time scale t
11*

of 30 to 40 fs to a

quasi-stationary screened N
1*

state. Based on

the energy/time scales for polaron formation

through the excitation of È24-THz longitudinal

Ti–O–stretching optical phonons of TiO
2
(32),

we attribute the fast energy relaxation t
11*

from

N
1
to N

1*
to the lattice ions screening the charge

distribution created by the photoinduced transfer

from the Ti
5c
þ4-d sites to the CH

3
OH overlayer.

Such electron-lattice correlation in TiO
2

is

evident in both the electronic structure of O
b

atom vacancy defects and the transient photo-

conductivity of TiO
2
(32). This inertial dielectric

response stabilizes N
1*
with respect to the reverse

charge transfer.

The dynamics of N
1*

are most apparent be-

low the CH
3
OH resonance (e.g., 2.05 eV) (Fig. 3B,

bottom). A rise time t
1
and a population and

energy decay on a slower (coverage- and

isotope-dependent) time scale t
1*

character-

ize the 2PC signal at this energy. Based on a

TR-2PP study of CH
3
OH/Ag(111) (19), we at-

tribute the slow energy relaxation to the dif-

fusive solvation of the injected charge by

CH
3
OH molecules with a time constant t

sol
.

The deuterium isotope effect on the popu-

lation relaxation of N
1*

cannot be explained by

a purely electronic process such as the inelastic

electron scattering (25). Rather, it is indicative

of proton-coupled electron transfer (PCET),

which plays an important role in homogeneous

photocatalysis (9, 10). Including a PCET con-

tribution t
PCET

, the total decay rate of N
1*

at

a fixed energy is given by 1/t
1*

0 1/t
PCET

þ

Fig. 3. (A to C) The top panels show three-dimensional (3D) plots of the energy and population
dynamics of the wet electron state on CH

3
OH and CH

3
OD/TiO

2
(110) surfaces for G1- to 2-ML

coverages that show the strong dependence of the wet electron state dynamics on the methanol
coverage and D isotope substitution. The 3D plots are constructed from 2PC measurements taken at
0.1-eV intervals. The black circles indicate the change in the resonance maximum with time. The
bottom panels show the original 2PC measurements used to construct the 3D plots at several
characteristic energies indicated by the color-coded arrows in (A) to (C) and their simulation (solid
lines) according to the model described in Fig. 1 and the text.
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1/t
sol
. Thus, the intermediate state popula-

tions evolve according to

N1ðtÞ 0 N
0
1 e

j
t

t1 ð1Þ

and

N1�ðtÞ 0 N
0
1 e

j
t

t1� þ a
N

0
1

t11�

t1t1�

t1jt1�

� e
j

t
t1 j e

j
t

t1�

� �
ð2Þ

where N
1
0 and N

1*
0 are the initial amplitudes and

a is a free parameter required to simulate dy-

namics of a continuum of intermediate states with

a two-state model. In addition, the coherent

component in 2PP is added to the incoherent

one given by eqs. 1 and 2, and their sum is con-

voluted with the pulse autocorrelation (25, 31).

The simulations agree well with the experimen-

tal 2PC scans (Fig. 3, A to C, bottom).

In Fig. 4A, we plot the parameters t
1
and

t
1*

for CH
3
OD against those for CH

3
OH,

extracted from data from comparable coverage

and measurement energy. The best fit lines

through the experimental t
1
and t

1*
lifetimes

with slopes of 1.1 and 2.2 quantify the D/H

isotope effect. The substantial increase of the

slope for N
1*

from unity indicates an apprecia-

ble isotope effect. The magnitude of isotope

effect depends on whether the proton kinetic

energy or the tunneling limits the charge

transfer rates. The observed slope of 2.2, which

is substantially larger than the maximum

isotope effect for the inertial proton motion

of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m

D=
m

H

r
È1.4, where m

D
and m

H
are the

masses of D and H atoms, respectively, such as

observed in electron hydration in liquid H
2
O

(11), implies that it is determined by either pro-

ton tunneling or vibrational zero-point energy

differences (33). Based on the liquid CH
3
OH

studies, we do not expect an isotope effect on

the diffusive solvation dynamics (11, 15).

Photoinduced electron transfer under highly

nonequilibrium conditions, such as in the dye-

sensitized charge injection or the wet electron

population decay into TiO
2
, cannot be described

by quasi-equilibrium models such as the Marcus-

Jortner theory (8, 34, 35). In Fig. 4B we propose

a scenario for how the inertial structural changes

associated with the dielectric response of the

interface control the wet electron dynamics. The

free energy surfaces for the proton and electron

transfer are plotted in Fig. 4B against a gener-

alized solvent coordinate representing the multi-

dimensional dielectric response of the interface

to both the electron and proton displacements

(33). Photoexcitation occurs Bvertically,[ that

is, faster than the proton or solvent response,

from the donor surface 1a shown in Fig. 4B

(electron at the Ti
5c
þ4-d sites and proton at its

ground state geometry) to a manifold of ac-

ceptor surfaces 2b, 2b¶, 2b¶¶, etc. This manifold

represents the excited state where an electron is

in the CH
3
OH overlayer and a proton is dis-

placed with respect to the ground state (Fig. 2,

C and D), with different degrees of excitation of

an internal proton vibration (2b¶, 2b¶¶, etc.). Be-

cause at the instant of excitation, a proton in the

excited state is strongly displaced along these

internal coordinates, the optical transition termi-

nates on a distribution of vibrationally excited

free-energy surfaces. The wave packet created

on the 2b manifold evolves toward the surface

minimum through the inertial dielectric re-

sponse. In competition with the dielectric

relaxation, the excited state population decays

by nonadiabatic processes, which change the

state occupation (vertical transitions), and by

PCET processes, which exchange the proton and

electron between the acceptor and donor states

(horizontal transitions) (34). Exothermic non-

adiabatic transitions occur before the wave packet

propagates to crossings of the 1a manifold with

the 2b manifold. By contrast, PCET is most

probable at crossings between 1a and 2b mani-

folds, where the activation energy (solvent

reorganization) is minimum. As the excited

state evolves toward the equilibrium structure

of wet electron state, the transition from non-

adiabatic to PCET-dominated population decay

is revealed by the emergence of the deuterium

isotope effect.

To gain further insight into the PCET process,

the structure of CH
3
OH/TiO

2
was optimized

in a DFT calculation with an excess electron

added to the molecular overlayer (36, 37). We

cut a single layer of TiO
2
from a three-layer slab

of the optimized ground state structure (Fig. 2, A

and B), added an electron to the lowest energy

virtual orbital associated with the H
m
atoms, and

optimized the overlayer structure, while keeping

all the surface atoms except O
b
fixed (38). The

optimized structure was attained after substantial

displacement of hydrogen atoms of the -OH

groups on the surface and of the CH
3
OH mol-

ecules (Fig. 2, C and D), with concomitant shift

of the electron distribution from H
m

to H
b

atoms. By following the hydrogen atom po-

sitions along the optimization path, we found

that the stabilization energy of 0.5 eV is gained

through the rotation of the bridging -OH to the

vertical orientation (0.35 eV) and through the

transfer of a proton from CH
3
OH to its neigh-

boring O
b
site (0.15 eV). The hydrogen atom

motion during the structural relaxation drives

wet electrons from the H
m
sites (which are iso-

lated from the surface by carbon atoms) to H
b

sites, (which are closer to the surface and more

strongly coupled to the conduction band) (6).

The DFT calculations provide insight into

PCET dynamics that could account for the D

isotope effect observed at 91-ML coverages.

Additional interactions, such as the binding of

second-monolayer CH
3
OH molecules through a

hydrogen bond with O
b
atoms, can hinder and

possibly impose a barrier for the proton motion

in Fig. 2.

Our studies elucidate how the dielectric

response of a protic-solvent/metal-oxide inter-

face controls the electron transfer and solvation

in a photocatalytic system. Presolvated elec-

trons, such as those observed for CH
3
OH/TiO

2
,

are potent reagents that have been implicated in

the photocatalytic decomposition of halocar-

bons, which are relevant to chemical remedia-

tion and the destruction of Earth_s ozone layer

(39). Conditions exist to support similar wet

electron states on all oxide surfaces in contact

with protic solvents. However, details of the

electronic structure and dynamics most likely

Fig. 4. (A) The t
1
and t

1*
lifetimes determined

for comparable coverage and observation energy
for the CH

3
OH/TiO

2
(110) (abscissa) and CH

3
OD/

TiO
2
(110) (ordinate) surfaces. The significant

departure of the slope for t
1*

from 1.0 indicates
a rate limited by proton dynamics such as is
evident in Fig. 2. (B) Schematic free energy
surfaces for the PCET plotted against a generalized
solvent coordinate (33). The solid lines represent
surfaces for an electron and a proton before (1a)
and after (2b) photoinduced transfer; the dotted
lines (2b¶¶ and 2b¶) represent manifold 2b surfaces
with different degrees of proton vibrational
excitation. The wave packet excited near the
equilibrium ground state structure (N

1
state)

evolves through the inertial dielectric response
toward the 2b manifold minima (N

1*
state). The

nonadiabatic electronic decay (down arrows) most
likely occurs before crossings of the 1a manifold
with the 2b manifold. The PCET is most probable
at surface crossings between the 1a and 2b
manifolds (horizontal arrows).
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depend on the specific molecular-scale solvent-

substrate interactions.
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Observation of Feshbach Resonances
in the F þ H

2
Y HF þ H Reaction

Minghui Qiu,1,3* Zefeng Ren,1* Li Che,1 Dongxu Dai,1 Steve A. Harich,1 Xiuyan Wang,1

Xueming Yang,1† Chuanxiu Xu,4 Daiqian Xie,4† Magnus Gustafsson,5,6 Rex T. Skodje,5,6

Zhigang Sun,1,2,7 Dong H. Zhang1,2,7†

Reaction resonances, or transiently stabilized transition-state structures, have proven highly

challenging to capture experimentally. Here, we used the highly sensitive H atom Rydberg tagging

time-of-flight method to conduct a crossed molecular beam scattering study of the F þ H
2
Y HF þ H

reaction with full quantum-state resolution. Pronounced forward-scattered HF products in the

v¶ 0 2 vibrational state were clearly observed at a collision energy of 0.52 kcal/mol; this was attributed

to both the ground and the first excited Feshbach resonances trapped in the peculiar HF(v¶ 0 3)-H¶

vibrationally adiabatic potential, with substantial enhancement by constructive interference between

the two resonances.

D
ynamical resonance in chemical reac-

tions (1) has attracted great attention

from both experimentalists and theoret-

icians (2–5) over the past 30 years. In general,

the transition state is an energy maximum along

the reaction coordinate, and so it does not per-

sist as a discrete structure. However, in special

cases, a reaction complex in the transition-state

region can be transiently trapped in vibrationally

adiabatic wells along the reaction coordinate. A

transiently trapped state along the reaction coor-

dinate in the transition-state region is normally

called a dynamical resonance or a Feshbach

resonance. Dynamical resonance (or reaction

resonance) thus constitutes an extremely sensi-

tive probe of the potential energy surface (PES)

of a chemical reaction.

The most well-studied example for dynam-

ical resonance is the F þ H
2
Y HF þ H re-

action, which is also known to be the main

pumping step for the HF chemical laser. Theo-

retical predictions of a reaction resonance in the

F þ H
2
reaction were first made in the 1970s

(6–9). In a landmark crossed-beams experiment

on the F þ H
2
reaction in the collision energy

range of 0.7 to 3.4 kcal/mol by Lee and co-

workers (10, 11), a forward-scattering peak for

the HF(v¶ 0 3) product was clearly observed

and was attributed to a reaction resonance. Later

theoretical studies using both the quasi-classical

trajectory method (12) and the quantum me-

chanical scattering method (13) on the Stark-

Werner PES (SW-PES) (14), however, did not

confirm this conjecture. In a recent study of the

F þ HD Y HF þ D reaction, a step in the

excitation function around 0.5 kcal/mol was

unambiguously observed (15). Concurrent the-

oretical analysis based on the SW-PES showed

that this step is due to a H-F-D(003) resonance.

Neumark and co-workers also probed the transi-

tion state of the Fþ H
2
reaction by negative ion

photodetachment spectroscopy (16). Full quan-

tum mechanical calculations based on the SW-

PES led to nearly quantitative agreement with

the FH
2
j photoelectron spectrum (16). The na-

ture of the resonances observed in the FH
2
j

photoelectron spectrum was analyzed by Russell

and Manolopoulos (17).

Despite more recent experimental studies on

this system (18, 19), a definitive detection of

reaction resonances in the F þ H
2
reaction in a

scattering experiment still remains elusive. More-

over, serious questions have been raised about

the SW-PES that predicts the resonances, such as
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the delayed appearance of the HF(v¶ 0 3), the

inclusion of spin-orbit interaction, and the as-

signment of the resonances (20). On the basis

of modifications of the SW-PES at the exit

channel, a new PES (SWMHS-PES) was re-

cently developed for the F þ H
2
reaction (20).

The picture of reaction resonances at low col-

lision energies on the SWMHS-PES is substan-

tially different from that on the SW-PES.

Clearly, a consensus physical picture of reaction

resonances in this benchmark system has not yet

emerged.

In an effort to resolve the controversy, we

have carried out a full quantum-state resolved

crossed-beam scattering study on the F þ H
2

reaction, with the use of the high-resolution and

highly sensitive H-atom Rydberg tagging meth-

od (21). State-to-state scattering studies have

recently provided great insights into the dyna-

mics of elementary chemical reactions (22–25).

We also modeled the reaction in a full quantum

scattering study, based on a highly accurate PES

constructed for this purpose, which includes the

spin-orbit interaction with small empirical cor-

rections (26). Because the F* atom in the first

electronic excited state 2P
½
is about 400 cmj1

higher in energy than the ground state F(2P3=2
),

the resolution (about 1% in energy, or roughly

20 cmj1 at the translational energy E
t
0 2000

cmj1) in this work can easily distinguish the

F(2P3=2
) and F*(2P

½
) reactions. All the main

signals observed and analyzed here were

attributed to the ground-state F atom reaction.

Time-of-flight (TOF) spectra of the H atom

products from the F þ H
2
reaction were mea-

sured at many laboratory angles at 5- intervals,

with the collision energy fixed at 0.52 kcal/mol

(Fig. 1). The main structures in these TOF spec-

tra can be clearly assigned to the HF product ro-

vibrational states from the ground-state F(2P
3=2
)

reaction with H
2
( j 0 0). The spectra were then

converted to the center-of-mass frame, using a

standard Jacobian transformation, to obtain the

product kinetic energy distributions. During the

conversion, detection efficiencies of the H atom

product at different laboratory angles and

different velocities were simulated and included.

The kinetic energy distributions obtained exper-

imentally in the laboratory frame were fitted by

simply adjusting the relative populations of the

ro-vibrational states of the HF product. From

these fittings, relative population distributions of

the HF product at each ro-vibrational state were

determined at 36 laboratory angles at the

collision energy of 0.52 kcal/mol. Quantum-state

distributions of the HF product in the center-of-

mass frame (Q
cm

0 0- to 180-) were then

determined by a polynomial fit to the above

results, and from these distributions, full ro-

vibrational state–resolved differential cross sec-

tion (DCS) values were determined (Fig. 2A).

At this collision energy, all HF(v¶ 0 1, 2, 3)

products were observed. The observation of the

HF(v¶ 0 3) product (the middle sharp peak in

Fig. 2A) suggests that the HF(v¶ 0 3) product

appears as soon as the collision energy reaches

this channel_s threshold. This result is consist-

ent with previous experimental results at higher

collision energies and is considerably different

from the result predicted by the SW-PES, in

which the HF(v¶ 0 3) product does not appear

below collision energies of 1 kcal/mol. Another

intriguing observation from this experiment is

the pronounced forward-scattering peak (refer-

enced to the F beam) for the HF(v¶ 0 2) product,

which was not observed previously because of

the experimental difficulty in accessing the low

collision energy region and in measuring the

DCS for this reaction. The forward-scattered

product is potentially an important probe of re-

action resonances, because forward reactive

scattering could relate closely to the time delay

caused by resonance-state trapping (4, 23).

We also carried out a careful measurement of

the DCS collision energy dependence for the

HF(v¶ 0 2) product in the forward-scattering

direction. The detector was fixed in the forward

direction at different collision energies, and the

measurement was repeated 10 times at different

collision energies to reduce experimental er-

ror, which was estimated to be about 10%. The

data in the collision energy range of 0.2 to 0.9

kcal/mol show a peak for the forward-scattering

HF(v 0 2) product at the collision energy of

0.52 kcal/mol (Fig. 3A).

Fig. 2. Experimental (A) and theoretical (B) 3D
contour plots for the product translational energy
and angle distributions for the F(2P

3/2
) þ H

2
( j 0

0) reaction at the collision energy of 0.52 kcal/
mol. The different circles represent different HF
product ro-vibrational states. The forward-
scattering direction for HF is defined along the F
atom beam direction.

Fig. 1. TOF spectra of the H atom
product from the F(2P3/2

) þ H
2
( j 0

0) reaction at the collision energy
of 0.52 kcal/mol. TOF spectra at
three laboratory angles are shown:
(A) Q

L
0 –60-, (B) Q

L
0 25-, and

(C) Q
L
0 95-, which correspond

roughly to the forward-, sideways-,
and backward-scattering directions
for the HF(v¶ 0 2) product in the
center-of-mass frame, respectively.
Only HF(v¶ 0 1, 2, 3) products are
observed here. The inset in (B) also
shows the formation of HF(v¶ 0 3),
which is much more abundant than
HF(v¶ 0 2) at this scattering angle.
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To interpret these data, we constructed a

highly accurate PES for the F(P3=2
) þ H

2
reac-

tion. We used the internally contracted multiref-

erence configuration interactionmethod (27, 28)

with the Davidson correction (icMRCIþ Q) (29)

and the augmented correlation-consistent va-

lence 5-zeta (aug-cc-pv5z) basis set of Dunning

(30). EFor a detailed description of the PES con-

struction, see (26).^ The static barrier for the

reaction was calculated to be 2.33 kcal/mol. On

the basis of this PES, fully converged quantum

scattering calculations were carried out for the

F(P
3=2
) þ H

2
( j 0 0) reaction at collision en-

ergies up to 1.5 kcal/mol using the ABC code

(31). All the theoretical results shown here are

convoluted with the experimental collision en-

ergy spread. The calculations support predom-

inantly forward-scattered HF(v¶ 0 2) products at

a collision energy of 0.52 kcal/mol. The overall

agreement between the theoretical and experi-

mental data is very good (Fig. 2), which is

remarkable given that the DCS varies rapidly

around 0.52 kcal/mol. Thus, the new PES is

clearly accurate from the dynamical point of

view. We also compared theoretical and exper-

imental DCSs at other collision energies, and the

agreement is also generally good. Theoretical

results show that the HF(v¶ 0 3) product (the

middle sharp peak in Fig. 2B) is already

abundant at 0.52 kcal/mol, in good agreement

with the current experimental observation. This

agreement shows clear progress from simulations

based on previous potential energy surfaces.

We also calculated the collision energy de-

pendence for the forward-scattering HF(v¶ 0 2)

product (Fig. 3A), and the result mirrors the

experimental result. It is obvious that the the-

oretical result is very similar to the experimen-

tal data, with a clear narrow peak precisely at

0.52 kcal/mol. Small empirical corrections,

which scaled the ab initio calculated energies

so that the asymptotic energetics matched the

correct experimental values, rendered the theoret-

ically predicted resonance peak in almost perfect

agreement with the current experimental result.

With these corrections, the predicted DCS is

also in excellent agreement with the experi-

mental DCS at the same collision energies.

The nature of the narrow resonant peak for

the forward-scattered HF(v¶ 0 2) product is very

intriguing. The energy-dependent reaction prob-

ability (32) (fig. S1) for the total angular mo-

mentum J 0 0 exhibits two distinctive peaks, at

0.26 and 0.46 kcal/mol, that correspond to two

reaction resonance states: the ground and the

excited resonance states. Partial wave analysis

shows that about 65% of the reaction cross

section at 0.52 kcal/mol comes from the excited

resonance with contributions from the J 0 0 to

4 partial waves, whereas the other 35% is due

to the ground resonance with contributions from

J 0 5 to 11 (32) (figs. S2 and S3). Figure 3B

shows the total DCS and the DCS contributions

from both the ground and the excited resonance

partial waves at 0.52 kcal/mol. Clearly, the

excited resonance plays a major role in the

HF(v¶ 0 2) forward scattering, but the ground

resonance is also important. More interest-

ingly, it seems that the partial waves from

both resonances interfere constructively, making

the forward-scattering HF(v¶ 0 2) peak much

more pronounced than the mere summation of

the DCS contributions from the ground and the

excited resonances. The narrow peak for the

HF(v¶ 0 2) forward scattering at the collision

energy of 0.52 kcal/mol (Fig. 3A) is thus di-

rectly related to the constructive quantum inter-

ference between the two reaction resonance

pathways.

From the converged time-dependent wave

packet calculations, the exact scattering wave

functions at 0.26 and 0.46 kcal/mol for J 0 0

are extracted. The three-dimensional (3D) scat-

tering wave function at the collision energy of

0.26 kcal/mol shows the existence of three

nodes along the H-F coordinate (correlating to

the HF product) in the HF-H¶ complex with no

node along the reaction coordinate (32) (fig. S4).

The projection of the J 0 0 scattering wave

function at 0.26 kcal/mol to the HF vibrational

states shows that the main character in this

wave function is HF(v¶ 0 3) with the outgoing

waves mostly on HF(v¶ 0 2) (32) (fig. S5). This

implies that the resonance state at 0.26 kcal/mol

is the ground resonance state, (003), trapped in

the HF(v¶ 0 3)-H¶ vibrational adiabatic potential

(VAP) well. The 3D scattering wave function

for J 0 0 at the collision energy of 0.46 kcal/mol

shows the existence of three nodes along the H-

F coordinate (correlating to the HF product) in

the HF-H¶ complex with one node along the

Fig. 3. (A) Collision energy–dependent DCS for
the forward-scattering HF(v¶ 0 2) product. A
resonance-like peak is clearly observed at the
collision energy of 0.52 kcal/mol. The solid circles
are the experimental data, and the solid line is
the calculated theoretical result. (B) The total DCS
of the HF(v¶ 0 2) product and the DCS con-
tributions to the HF(v¶ 0 2) product from both the
ground and the excited resonance partial waves at
0.52 kcal/mol.

Fig. 4. Schematic diagram showing the resonance-mediated reaction mechanism for the Fþ H
2
reaction

with two resonance states trapped in the peculiar HF(v¶ 0 3)-H¶ VAP well. The 1D wave functions of the
two resonance states are also shown. The (003) state is the ground resonance state; the (103) resonance
is the first excited resonance state. Calculated van der Waals states for the lower VAPs are also shown.
OP, overtone pumping; E

b
, barrier height; E

c
, collision energy.
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reaction coordinate (32) (fig. S4). The projection

of the J 0 0 scattering wave function at 0.46

kcal/mol to the HF vibrational states shows the

main character in this wave function is predom-

inantly HF(v¶ 0 3) with the outgoing waves also

mostly on HF(v¶ 0 2) (32) (fig. S5). This sug-

gests that the resonance state at 0.46 kcal/mol is

the excited reaction resonance state trapped in

the HF(v¶ 0 3)-H¶ VAP well. This resonance

state can be assigned to the (103) resonance state

with one-quantum vibration along the reaction

coordinate, zero-quantum vibration on the bend-

ing motion (or hindered rotation), and three-

quanta vibration along the HF stretching.

Figure 4 shows the resonance-mediated

reaction mechanism. The HF(v¶ 0 3)-H¶ VAP

on the new PES is very peculiar with a deeper

vibrational adiabatic well close to the reaction

barrier and a shallow van derWaals (vdW) well,

which is similar to the picture on the SW-PES

(33) and different from that on the SWMHS-

PES (20). The 1D wave function for the ground

resonance state in Fig. 4 shows that this state is

mainly trapped in the inner deeper well of the

HF(v¶ 0 3)-H¶ VAP with a considerable vdW

character, whereas the excited resonance wave

function is mainly a vdW resonance. The main

character of the ground resonance state is

similar to that of the observed resonance in

the F-H-D reaction (15), but with some

difference because of the vdW character in the

F-H-H case. Because of the vdWcharacters, these

two resonance states could likely be accessed

via overtone pumping from the HF(v¶ 0 0)-H¶

vdW well. The above analysis also suggests

that the vdW interaction can affect the reaction

dynamics in a substantial way (17, 34).

References and Notes
1. G. C. Schatz, Science 288, 1599 (2000).

2. A. Kuppermann, in Potential Energy Surfaces and

Dynamical Calculations, D. Truhlar, Ed. (Plenum, New

York, 1981), pp. 375–420.

3. Y. T. Lee, Science 236, 793 (1987).

4. K. Liu, Annu. Rev. Phys. Chem. 52, 139 (2001).

5. F. Fernandez-Alonso, R. N. Zare, Annu. Rev. Phys. Chem.

53, 67 (2002).

6. G. C. Schatz, J. M. Bowman, A. Kuppermann, J. Chem.

Phys. 58, 4023 (1973).

7. G. C. Schatz, J. M. Bowman, A. Kuppermann, J. Chem.

Phys. 63, 674 (1975).

8. G. C. Schatz, J. M. Bowman, A. Kuppermann, J. Chem.

Phys. 63, 685 (1975).

9. S.-F. Wu, B. R. Johnson, R. D. Levine, Mol. Phys. 25, 839

(1973).

10. D. M. Neumark, A. M. Wodtke, G. N. Robinson,

C. C. Hayden, Y. T. Lee, Phys. Rev. Lett. 53, 226 (1984).

11. D. M. Neumark, A. M. Wodtke, G. N. Robinson,

C. C. Hayden, Y. T. Lee, J. Chem. Phys. 82, 3045 (1985).

12. F. J. Aoiz et al., Chem. Phys. 223, 215 (1994).

13. J.-F. Castillo, D. E. Manolopoulos, K. Stark, H.-J. Werner,

J. Chem. Phys. 104, 6531 (1996).

14. K. Stark, H.-J. Werner, J. Chem. Phys. 104, 6515 (1996).

15. R. T. Skodje et al., Phys. Rev. Lett. 85, 1206 (2000).

16. D. E. Manolopoulos et al., Science 262, 1852 (1993).

17. C. L. Russell, D. E. Manolopoulos, Chem. Phys. Lett. 256,

465 (1996).

18. L. Y. Rusin, M. B. Sevryuk, J. P. Toennies, J. Chem. Phys.

122, 134314 (2005).

19. S. A. Nizkorodov, W. W. Harper, W. B. Chapman,

B. W. Blackmon, D. J. Nesbitt, J. Chem. Phys. 111, 8404

(1999).

20. M. Hayes, M. Gustafsson, A. M. Mebel, R. T. Skodje,

Chem. Phys. 308, 259 (2005).

21. L. Schnieder, K. Seekamp-Rahn, E. Wrede, K. H. Welge,

J. Chem. Phys. 107, 6175 (1997).

22. X. Liu, J. J. Lin, S. A. Harich, G. C. Schatz, X. Yang, Science

289, 1536 (2000).

23. S. A. Harich et al., Nature 419, 281 (2002).

24. D. Dai et al., Science 300, 1730 (2003).

25. B. R. Strazisar, C. Lin, H. F. Davis, Science 290, 958

(2000).

26. See supporting material on Science Online.

27. H.-J. Werner, P. J. Knowles, J. Chem. Phys. 89, 5803

(1988).

28. P. J. Knowles, H.-J. Werner, Chem. Phys. Lett. 145, 514

(1988).

29. S. R. Langhoff, E. R. Davidson, Int. J. Quantum Chem. 8,

61 (1974).

30. T. H. Dunning, J. Chem. Phys. 90, 1007 (1989).

31. D. Skouteris, J. F. Castillo, D. E. Manolopoulos, Comput.

Phys. Commun. 133, 128 (2000).

32. See fig. S1 for the J 0 0 reaction probability, fig. S2 for

the J-shifting reaction probability curves, fig. S3 for the

partial wave decomposition of the HF(v¶ 0 2) forward-

scattering peak at the collision energy of 0.52 kcal/mol,

fig. S4 for the 3D scattering wave functions at 0.26 and

0.46 kcal/mol for J 0 0 from converged time-dependent

wave packet calculations, and fig. S5 for projection of

J 0 0 scattering wave function at the collision energy of

0.26 kcal/mol (corresponding to the ground resonance

state) to HF vibrational states and at 0.46 kcal/mol

(corresponding to the excited resonance state).

33. S. D. Chao, R. T. Skodje, J. Chem. Phys. 113, 3487

(2000).

34. T. Xie, D. Wang, J. M. Bowman, D. E. Manolopoulos,

J. Chem. Phys. 116, 7461 (2002).

35. Supported mainly by the Chinese Academy of Sciences,

the Ministry of Science and Technology, and the National

Natural Science Foundation of China. M.G. and R.T.S.

acknowledge the support of Academia Sinica. We thank

K. Liu for many insightful discussions, and C. Zhou,

W. Dong, and X. Wang for their help during the experiment.

Supporting Online Material
www.sciencemag.org/cgi/content/full/311/5766/1440/DC1

Materials and Methods

Figs. S1 to S5

References

5 December 2005; accepted 3 January 2006

10.1126/science.1123452

Signatures of H
2
CO Photodissociation

from Two Electronic States
H. M. Yin,1 S. H. Kable,1* X. Zhang,2 J. M. Bowman2*

Even in small molecules, the influence of electronic state on rotational and vibrational product

energies is not well understood. Here, we use experiments and theory to address this issue in

photodissociation of formaldehyde, H
2
CO, to the radical products H þ HCO. These products result

from dissociation from the singlet ground electronic state or the first excited triplet state (T
1
) of

H
2
CO. Fluorescence spectra reveal a sudden decrease in the HCO rotational energy with increasing

photolysis energy accompanied by substantial HCO vibrational excitation. Calculations of the

rotational distribution using an ab initio potential energy surface for the T
1
state are in very

good agreement with experiment and strongly support dominance of the T
1
state in the dynamics

at the higher photolysis energies.

T
he study of reaction dynamics of small

molecules has contributed greatly to our

understanding of molecular reactivity—

an understanding that now allows us to follow

and even control reactions from precise quan-

tum states of a reactant to the quantum states of

the products. However, even for molecules as

small as four atoms, the influence of different

electronic states on the product state distribu-

tions is not well understood. Here we examine

this issue for the otherwise very well studied

photodissociation of the tetra-atomic formalde-

hyde molecule (H
2
CO).

Formaldehyde is found in the troposphere as

a result of air pollution. It decomposes via

photodissociation due to absorption of actinic

solar radiation (1). Although this process might

seem to represent a simple chemical reaction,

there are at least six different photochemical

and photophysical pathways that could occur

after absorption of a near-ultraviolet photon

excites H
2
CO to its lowest excited singlet elec-

tronic state (Fig. 1). These processes include

fluorescent relaxation; internal conversion to a

vibrationally excited electronic ground state

(S
0
), which in turn results in dissociation to

radical or molecular products; or intersystem

crossing to a triplet electronic state, also fol-

lowed by dissociation to radical products.

The fluorescence and S
0
dissociative path-

ways to the radical and molecular products

have a long history, with much of the pioneer-

ing work done by Moore and Weisshaar (2).

Knowledge of the respective branching ratios

(or quantum yields) is vital to atmospheric

modeling. An alternative route to molecular

products from S
0
, via a Broaming atom[

mechanism (3), was reported in 2004 (4). An

isomerization pathway on S
0
has been predicted

(5, 6) but not observed experimentally.

Reaction via the triplet channel has also long

been suspected, although its precise threshold

energy and probability are not well established.
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Although the singlet and triplet channels both

produce H þ HCO product, the fundamental

reaction dynamics are very different. The path-

way on the S
0
potential energy surface (PES) is

barrierless. Experiments have shown that the

dynamical signature of this pathway is a set of

products whose energy is distributed statistical-

ly throughout all available degrees of freedom

(7, 8). The translational energy of the fragments

is modest, again in keeping with the notion that

the reaction on a bound PES is dynamically

slow and energy is distributed among all avail-

able degrees of freedom. Recently, a quasi-

classical trajectory (QCT) study of this reaction

on the S
0
PES found qualitative agreement with

the experimental results, i.e., that the HCO

rotational energy distribution is very broad and

translation is modest (9).

As the excess energy is increased, early

experiments in which the H-atom recoil energy

was measured showed a change in the transla-

tional energy distribution from relatively low and

statistical to significant and inverted (10). This

finding was attributed to the opening of the triplet

pathway, which has a barrier to the production of

H þ HCO (Fig. 1). The H-atom experiments

placed the height of the triplet barrier between

1020 and 2100 cmj1 above the thermochemical

threshold. More recent H-atom Rydberg-tagging

experiments (11, 12) revealed vibrational and

partial rotational resolution in the partner HCO

fragment. These experiments, which were carried

out with 40 different initial energies spanning

1400 cmj1, revealed great complexity in the

translational Bspectra.[ Even nearby rotational

and vibrational levels of formaldehyde showed

quite different translational energy distributions.

Some states produced vibrationally excited HCO,

whereas others showed little vibrational excita-

tion. Some showed large excitation of K
a

rotational states, but others were rotationally cold.

These results were interpreted as a competing

interplay of dynamics on the S
0
and T

1
surfaces.

Specifically, the S
0
channel was expected to

continue yielding products in a statistical distri-

bution of internal states, and therefore with

substantial rotational and vibrational excitation.

The T
1
channel, in contrast, was expected to give

product state distributions reflective of more im-

pulsive dynamics, because the reaction proceeds

over a distinct transition state of È2000 cmj1

relative to H þ HCO (at its minimum). In this

context, most of the exit channel energy would

be partitioned into translational energy, predom-

inantly in the H atom, whereas internal HCO

degrees of freedom would be much less excited.

Here we probe in detail the dissociation

dynamics of formaldehyde at energies straddling

the triplet barrier. Experimentally, we have

chosen initial states whose excess energies (820

to 2600 cmj1) span a greater range than

uncertainty of the estimates of the triplet barrier

height. The energies of the lower lying states

are far below the triplet barrier and, hence, any

HCO product must arise predominantly from

the S
0
channel. Tunneling on the T

1
PES is of

course possible at these lower energies; how-

ever, this would be a minor contributor to radical

products. Conversely, at the highest excitation

energies, the triplet barrier should be exceeded

according to both the best experimental and

theoretical estimates (6, 10, 13). Several state

energies lying within the uncertainty range of

the barrier height were also examined.

For the calculations, we chose energies in a

similar range and analyzed the HCO vibrational

and rotational state populations obtained from

trajectories done separately on the S
0
or T

1

PESs. The calculations and experiments agree

semiquantitatively but do not accord with previ-

ous expectations. This result leads us to reappraise

the role of the triplet surface in formaldehyde

photochemistry and to recharacterize the dy-

namical signature of reaction via this pathway.

The experimental setup for producing and

detecting HCO from the photolysis of H
2
CO has

been described previously (7, 8). H
2
CO was

excited into specific vibrational and rotational

states (v, J, K
a
, K

c
) in the first excited singlet

state (S
1
, 1A

2
). The production of HCO via S

0
or

T
1
channels is monitored by using laser-induced

fluorescence (LIF) excitation spectroscopy of the

HCO B̃@ X̃ transition. The spectrum is complex

but fully assigned (14), allowing the determina-

tion of product state distributions with full

resolution of vibrational and rotational states.

Figure 2 shows two excitation (or action)

spectra of H
2
CO, obtained by monitoring either

LIF or production of HCO (v 0 0) (photofrag-

ment excitation or phofex). The spectra are

sorted by photolysis energy into four distinct

regions, denoted A, B, C, and D. In region A, at

the bottom of the figure, H
2
CO has insufficient

energy to dissociate into H þ HCO. Conse-

quently, there is no signal in the phofex

spectrum, although the signature of excited

H
2
CO (the 2161 level near 30,220 cmj1) shows

up clearly in the fluorescence spectrum. The

boundary between regions A and B is therefore

the C-H bond energy, which is known accu-

rately to be 30,327.6 T 0.9 cmj1 (7, 15).

HCO fragments are produced throughout

regions B to D. In Region B, the S
0
channel

should dominate, according to the best experi-

mental and theoretical estimates of the triplet

barrier height. Although the threshold for

dissociation on S
0
has been exceeded, both LIF

and phofex spectra show nearly identical struc-

ture throughout region B. There is little fluores-

cence signal in regions C and D. Region C spans

approximately the current uncertainty limits for

the height of the triplet barrier. Region D lies

above the uncertainty limits, and therefore the

HCO fragments observed in the phofex spectrum

may arise from either the S
0
or T

1
surfaces.

Fig. 1. Relevant potential
energy slices of H

2
CO

producing the radical H þ

HCO products. Energies are
based on ab initio calcu-
lations and do not include
zero-point energy (6).
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Fig. 2. Laser-induced fluorescence (LIF, left) and
photofragment excitation (Phofex, right) spectra
of H

2
CO. Region A: H

2
CO is bound and hence no

structure is seen in the phofex spectrum. Region
B: H

2
CO is unbound on the S

0
surface but bound

on the T
1
surface. Region C: H

2
CO is within the

uncertainty limits of the T
1
barrier height. Region

D: H
2
CO is unbound on both S

0
and T

1
surfaces.

The state labels refer to excitation of the vibra-
tional modes of H

2
CO in the S

1
state, e.g., 2241

indicates two vibrational quanta in the CO stretch
(mode 2) plus one quantum of excitation in a
bending vibration (mode 4).
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The internal energy distributions of the HCO

fragments following excitation of eight H
2
CO

states throughout regions B to D are shown in

Fig. 3. The data spanning region B show a

consistent progression: All rotational states are

fairly equally populated, and the population

extends to the kinematic limit (i.e., the limit set

by conservation of energy, linear momentum,

and angular momentum). The experimental

data in region B are represented reasonably

well by phase space theory (dashed lines in Fig.

3). Phase space theory is a statistical theory,

which assigns equal probability to formation of

each product state, weighted with the appropri-

ate degeneracies and subject to the kinematic

constraints just noted. The details of these spe-

cific calculations for formaldehyde have been

reported previously (7, 8).

At excitation energies greater than 1200

cmj1, the distributions change markedly. They

now peak at very low angular momentum and

do not access nearly as high-lying N-states as

were seen in region B. They are also much less

sensitive to the initial energy than the region B

distributions. This sudden change in the dis-

tributions at these energies, which are close to

the top and above the barrier on the T
1
PES,

strongly points to the growing importance of

the T
1
channel. Prevailing wisdom suggests that

reaction over the triplet barrier should produce

rotationally and vibrationally cold HCO frag-

ments (12). Although the present rotational data

are consistent with this suggestion, our spectra

show considerable vibrational excitation in the

HCO products (Fig. 4), even in region D (where

the triplet pathway is clearly accessible). Within

the excited vibrational states, rotational excita-

tion also remains well below the energetic

limit.

To explore the origin of this discrepancy

between previous expectations and the present

results, we carried out QCT calculations using

the techniques described previously (4, 9). These

QCT calculations were done on a new ab

initio–based PES that describes the T
1
min-

imum, saddle point, and asymptotic region for

the H þ HCO products. The calculations were

done at the CCSD(T) level of theory with

the aug-cc-pVTZ basis set (16), implemented in

MOLPRO (17). At each total energy È10,000

trajectories were calculated, with initial con-

ditions obtained at the saddle point as described

in (9, 18). Final rovibrational states of the HCO

product were obtained by the histogram binning

method, as done previously (9).

The experimental and QCT rotational dis-

tributions (Fig. 4) are in almost quantitative

agreement in several key respects. First, the

rotational (N, K
a
0 0) distributions are very

cold, peaking at N G 3 and only extending to

about N 0 13, in marked contrast to the

distributions obtained at lower excitation ener-

gy. For example, following excitation of 2261,

where the excess energy, E
excess

, is 1000 to

1200 cmj1 less, all rotational states up to ÈN 0

20 are substantially populated. Second, the

rotational distributions are almost invariant with

energy over the range E
excess

0 1200 to 2600

cmj1. Again, this feature contrasts starkly with

states at lower energy, for which the distribu-

tions over N and K
a
, vary strongly with E

excess
.

Third, substantial population is found in vibra-

tionally excited HCO, almost as soon as the

barrier is overcome in the QCT calculations,

and in all experiments for E
excess

9 1200 cmj1.

It is important to note that there is only a

single normalizing scale factor used for each of

the 2441 and 112141 distributions, so the close

agreement between the experimental and theo-

retical vibrational populations, evidenced in

Fig. 4, shows that the QCT calculations are

capturing the essential nature of the reaction

semiquantitatively. Fourth, the form of the

rotational distribution is almost invariant with

vibrational state (for at least v 0 0 and 1). Fifth,

Fig. 4 also shows the population distribution

over the K
a
states of HCO for excitation into

the 2441 state. At this energy, the QCT cal-

culations on the T
1
surface produce a rota-

tional distribution that is peaked at K
a
0 1,

whereas on the S
0
PES, at the same energy, the

distribution peaks at K
a
0 4. The experimental

Fig. 4. Comparison between
experimental and QCT results
for two initial states of H

2
CO

(2441 and 112141), which should
lie above the triplet barrier. The
left column shows the HCO
population distribution over the
N rotational states for K

a
0 0

and v 0 0. The middle column
shows the same distribution for
the (0,0,1) vibrational state.
The right column shows the
distribution over the K

a
states

(integrated over N) for v 0 0.
The experimental data were
not available for the 112141

state due to the low signal. The
close agreement indicates that
the T

1
surface dominates the

reaction for these specific levels.
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Fig. 3. Rotational state distributions of the HCO
fragment following dissociation of H

2
CO. Regions

B to D correspond to those in Fig. 2. The dis-
tributions reflect dynamics for HCO production
from the S

0
and T

1
states that are completely

different. The distributions in region B are well
modeled by phase space theory, whereas those in
region D are in excellent agreement with QCT
trajectory calculations on an ab initio T

1
surface

in this work. The data in this figure cover È2600
cmj1 of excess energy and show the distribution
over the N rotational quantum number of HCO
for K

a
0 0 and v 0 0.
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K
a
distributions (also in Fig. 4) are slightly

colder than the QCT calculations predict.

However, they also peak at K
a
0 1 and more

closely resemble the QCT results on the T
1

surface than those calculated on S
0
.

These five observations, common to both

experiment and theory, appear contradictory

to expectations. In particular, the very low

rotational excitation accompanied by the con-

sistently high vibrational excitation seems

inconsistent with a reaction proceeding over a

barrier. The important coordinate in this analy-

sis is the HCO angle. At the T
1
transition state,

this angle is much closer to free HCO than it is

to the equilibrium bond angle on the T
1
surface

(13, 19). Therefore, this barrier might also be

termed Blate.[ This insight has been used

previously (12) to infer that vibrationally ex-

cited HCO must arise from the S
0
channel,

whereas distributions that are vibrationally and

rotationally cold would indicate evolution of

the reaction on the T
1
surface. Our experimental

and QCT results call this assumption into

question. In the QCT results, the reaction is

guaranteed to evolve on the T
1
surface. Even

so, the population in excited vibrational levels

is substantial. This result can be explained in

part by a sudden treatment of dynamics, which

is appropriate for a barrier-dominated reaction.

The CO bond length is roughly 0.015 ) longer

at the saddle point than in HCO (19), and so

vibrational excitation of the CO stretch is cer-

tainly plausible as a result. In addition, the T
1

saddle point geometry is nonplanar, with the

departing H atom nearly perpendicular to the

HCO plane. This geometry is probably the least

efficient configuration for rotational excitation of

the HCO fragment and may explain qualitatively

why so little rotational excitation is seen.

In the experiments, both S
0
and T

1
states

can contribute to the true population distribu-

tions. The agreement between the experimental

and QCT distributions in Fig. 4 suggests very

strongly that when formaldehyde is excited to

these specific states, the triplet channel domi-

nates. Clearly, population in excited vibrational

states is not a fingerprint for the S
0
pathway.

The most robust dynamical signature of the

singlet channel is population in very high N and

K
a
states. The dynamical signature of the T

1

channel is high vibrational excitation coupled

with very low rotational excitation.

The dynamical signatures of most of the

formaldehyde chemical pathways have thus now

been identified. Reaction on S
0
leads to sta-

tistical HCO, or to rotationally hot CO and

vibrationally cold H
2
, via the direct dissociation

over the molecular channel saddle point; alter-

natively, rotationally cold CO and vibrationally

hot H
2
can emerge via the roaming atom

mechanism. Reaction on T
1
yields rotationally

cold but vibrationally hot HCO. However,

several notable issues remain to be addressed.

One concerns the possibility of tunneling

through the T
1
barrier. Experiment finds that

in region C, which is somewhat below the

classical barrier height, the HCO rotational and

vibrational distributions are similar to those in

region D (above the barrier) rather than B (well

below the barrier), suggesting that tunneling is

present. Another, more general, issue is the

electronic/nuclear coupling among the three

electronic states, S
1
, T

1
, and S

0
, which is clearly

the next frontier to be explored.
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Late Precambrian Oxygenation;
Inception of the Clay Mineral Factory
Martin Kennedy,1* Mary Droser,1 Lawrence M. Mayer,2 David Pevear,1 David Mrofka1

An enigmatic stepwise increase in oxygen in the late Precambrian is widely considered a

prerequisite for the expansion of animal life. Accumulation of oxygen requires organic matter

burial in sediments, which is largely controlled by the sheltering or preservational effects of detrital

clay minerals in modern marine continental margin depocenters. Here, we show mineralogical and

geochemical evidence for an increase in clay mineral deposition in the Neoproterozoic that

immediately predated the first metazoans. Today most clay minerals originate in biologically active

soils, so initial expansion of a primitive land biota would greatly enhance production of pedogenic

clay minerals (the ‘‘clay mineral factory’’), leading to increased marine burial of organic carbon via

mineral surface preservation.

G
eochemical and physical evidence sug-

gests that a stepwise increase in oxygen

occurred around 1.1 to 0.54 billion years

ago (Ga) (1–5) and was a necessary precondi-

tion to support the physiological needs of large

metazoans (6–8). Whereas the dominant supply

of free oxygen to the atmosphere is oxygenic

photosynthesis, which began by at least 2.8 Ga

(9), the changes in the earth system facilitating a

rise in oxygen in the latest Precambrian remain

controversial. Photosynthetic oxygen stays in the

atmosphere and ocean unless it is consumed by

oxidation of organic matter or other reducing

agents at the Earth_s surface. The stepwise pattern

of oxygen increase implies the modification or

activation of a mechanism that became a per-

manent part of the oxygen and carbon cycles, one

that should be important and apparent in modern
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organic carbon burial but absent in the Pre-

cambrian. Although many hypotheses have been

offered to explain the late Precambrian rise of

oxygen (1, 4, 8), the irreversible and stepwise

pattern argues against processes that are epi-

sodic, reversible, or equally active before and

after the rise of oxygen, such as tectonics. Here,

we offer a paradigm for organic carbon burial

in Precambrian marine sediments based on clay

minerals, the major cause of carbon preservation

and burial in the modern system that we believe

was initiated during the latest Precambrian.

Studies of modern marine systems over the

past 10 years give a new understanding of how

organic carbon enters the sedimentary record.

Rather than the conventionalmodel of particles of

organic matter rapidly buried in sediment and

preserved, the bulk of organic carbon deposited in

continental margin sediments is dispersed among

or bound to clay minerals (phyllosilicates), as

indicated by strong correlations with surface area,

data from physical separations, and microscopy

(10–14). By contrast, discrete, unbound particu-

late organic matter comprises G10% of total

organic carbon (TOC) (11, 13, 15). The spatial

correlation of TOC with clay mineral concentra-

tion is likely a result of a sheltering and preserv-

ative effect that phyllosilicate surfaces provide to

organic matter, and laboratory experiments show

that mineral association powerfully enhances

preservation of labile carbon compounds (15).

Whatever the exact mechanism of protection,

studies of both modern and ancient (16) sedi-

ments indicate the first order importance of

clays as a means of concentrating, accompany-

ing, or preserving organic carbon (11, 13, 14).

Elemental and mineralogical trends indicate

long-term changes in shale composition from

the Precambrian to the Phanerozoic that could

have important implications for an increase in

clay production. There is a progressive decline

in the K
2
O/Al

2
O
3
of shale (17, 18) in the

Russian and the North American platforms.

Loss of K relative to Al is expected with a shift

from tektosilicate-dominated (feldspar and quartz)

shales and siltstones, with minor amounts of illite-

mica-chlorite accessory clays, to smectite- and

kaolinite-dominated claystones Esummarized in

(18, 19); this trend is also influenced by burial

diagenesis^. This chemical shift is consistent with

a mineralogic shift from mica-illite and chlorite

toward smectite, mixed layer smectite-illite, and

kaolinite assemblages (19) typical of pedogenic

clay minerals (PCM). Simultaneously, incom-

pletely weathered arkose and greywacke become

less abundant (18, 20), giving way to chemically

mature orthoquartzite (21) (Fig. 1B).

On the basis of these data, we hypothesize

secular change in the mineralogy of fine-grained

marine sediments (shale and mudstone) from

mechanically weathered micas and tektosilicates

of high-temperature origin to a more phyllosilicate-

rich pedogenic assemblage that should be

associated with an enhanced preservation of

organic carbon in the sedimentary reservoir in

the mode of modern sediments discussed above.

The absence of a working Precambrian Bclay

factory[ should be evident in the rock record,

because PCM comprise an important sink of ions

produced by weathering and, with recycled clays,

make up 960% of Phanerozoic shale, the most

common rock type at the Earth_s surface (19).

To determinewhether a secular change in clay

abundance occurred during the latest Pre-

cambrian, we investigated a prominent passive-

margin succession spanning the 850 to 530

million years ago (Ma) transition in Australia.

This succession was selected because it exhibited

(i) a thick interval (910 km) of passive-margin,

shelfal, fine-grained, marine sediments, a major-

ity ofwhich are shales andmudstones (22) typical

of depositional environments in which modern

mudstones accumulate, and (ii) sufficient expo-

sure to sample the finest-grained lithologies.

Although the Australian section provides one of

the most complete successions globally (it

houses the stratotype section and point defining

the Ediacaran Period) and is an ideal test of

our hypothesis, we also studied successions in

south China and Baltica. To avoid pitfalls of

averaging, we sampled the finest-grained

intervals within each succession (15 forma-

tions total) (table S1) to test the hypothesis.

We found a striking increase in the x-ray

diffraction (XRD) peak ratio of total phyllosili-

cates (clayminerals andmicas) to quartz through

the Neoproterozoic (Fig. 2) (23), supporting the

hypothesis that clay formation increased radically

at the end of the Proterozoic. We suggest that this

trend most likely represents a secular change in

PCM formation, delivery, and abundance rather

than local, effects, diagenesis, or tectonically

influenced trends, because it (i) occurs inmultiple

margins with different geologic histories, (ii)

spans a broader range of time than any single

process capable of influencing grain-size trends

(i.e., sea level change, deltaic deposition, glacia-

tion, etc.), and (iii) is robust across multiple

depositional sequences (cycles of deepening)

capable of concentrating the finest-grained frac-

tion available. Additionally, there are no shale

diagenetic mechanisms we are aware of that

could account for such a strong shift from

tektosilicates to octahedrally bound Al in phyllo-

silicates in (pH neutral) marine sediments.

Because clay minerals deposited in marine

sediments are sensitive records of continental

paleoenvironments (24), a secular change in clay

mineral abundance at the end of the Precambrian

may have important implications for terrestrial

soils. Unlike other detrital grains such as quartz

or feldspar, most clay minerals are not produced

by simple mechanical reduction of parent rock

and should not be confused with mechanical

reduction in grain size of any silicate to clay size

Fig. 1. (A) Solid line
represents generalized
87Sr/86Sr seawater evo-
lution from carbonate
sediments [from (26)].
Minimum 87Sr/86Sr for
a given age show a
stepwise increase in
87Sr/86Sr, suggested
here to result from an
increase in chemical
weathering resulting
from the advent of bio-
genic soils. Dashed line
represents the rise in
concentration of dis-
solved marine sulfate
[from (2)], which coin-
cides with general rise in
atmospheric oxygen (2).
(B) Solid lines and left
axis record the increase
in expandable clays
and kaolinite (PCM) in-
to the Phanerozoic rel-
ative to illite, mica, and
chlorite within shale
from (19), reflecting
illitization as well as

enhanced chemical weathering and PCM production associated with biotic soils. The right axis and
dashed line records K

2
O/Al

2
O
3
of shale from the North American and the Russian platforms compiled

by (18), showing a shift toward PCM production from mechanically produced lithologies (mica, illite,
and feldspar). Also see (17). Elemental data from our sample suite (table S1) show a positive relation
between K and Al content ( r 0 0.614), suggesting postdepositional illitization is the dominant control
on K/Al, but not necessarily on total clay, in the samples we studied.
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(G2 mm). PCM rarely form by solid-state

transformation of another mineral but rather

precipitate as phyllosilicate crystals from cation-

rich soil solutions that are in equilibrium with the

ambient environment. Likewise, there is little

evidence for large-scale conversion of tektosili-

cates (dominantly feldspars) to clay minerals in

fine-grained sediments, and hydrothermal clay

formation produces different clay mineral suites

than those found in shales (19, 24, 25). The

latitudinal mineralogical zoning of detrital clay

minerals in modern marine sediments is con-

sistent with increasing chemical weathering in-

tensity with decreasing latitude, indicating the

importance of this terrestrial contribution to

marine clay deposition (24).

The lower clay mineral abundance in the

earlier sections indicates a reduced continental

chemical weathering intensity. This dilution does

not, however, preclude the formation of clay

minerals and their concentration in local deposi-

tional environments throughout the Proterozoic;

such clay formation commonly occurs by weath-

ering of volcanic sediments, and clay can be con-

centrated by sedimentary processes. However, it is

not representative of the dominant mode of shale

formation, and so these deposits should be rare.

The increased phyllosilicates with time identify a

new or enhanced source of PCM and increased

clay sedimentation (apparent in Cambrian mud-

stones and through the Phanerozoic), whereas the

increasing range of values indicates the effects on

the growing clay flux by varying amounts of silt

dilution. TOC (without considering sedimentation

rate) does not record carbon burial flux; however,

TOC values (table S1) are at least consistent with

our hypothesis, showing a commensurate risewith

PCM even after thermal alteration.

Enhanced continental chemical weathering

implied by PCM formation is also recorded in

the step to more radiogenic 87Sr/86Sr values

within Neoproterozoic seawater (26) (Fig. 1).

Because the marine 87Sr/86Sr record provides a

globally integrated measure of chemical weath-

ering, it corroborates the secular origin for the

clay mineral trend (Fig. 2). Seawater Sr isotopic

composition derives from continental weath-

ering and hydrothermal or mantle sources,

whose contributions can be estimated because

continental runoff is much richer in 87Sr than

hydrothermal sources. The Sr isotope record

offers an important corroboration of the hypoth-

esis because the seawater values can only be

influenced by chemically weathered ions and will

not change with variations in fluxes of mechan-

ically weathered material (assuming constant

hydrothermal contribution). Further, because

minerals such as feldspar and mica derived from

mechanical weathering of igneous and metamor-

phic rocks are strongly enriched in 87Sr as well as

K, an enhanced rate of chemical weathering and

ion liberation to solution (and PCM formation)

should increase 87Sr/86Sr in marine carbonates.

Two patterns of change mark the marine Sr

isotopic record (Fig. 1): (i) a long-term (billion

year) plateau with a major step at 0.7 Ga,

establishing markedly more radiogenic marine

values, and (ii) a shorter-term (È 100 My) rise

and fall in values coincident with the Cambrian

Pan-African and the Tertiary Himalayan orogen-

ic events. Here we focus on the long-term, step-

like rise of marine 87Sr/86Sr from 0.705 during

the early Neoporoterozoic to 0.707, which begins

in the late Neoproterozic and subsequently

comprises the lowest value through the Phanero-

zoic. We suggest that this new plateau results

from an irreversible change in chemical weath-

ering regime in parallel with a secular rise in clay

mineral abundance.

What might have caused such a change in

continentalweathering? In the Phanerozoic, biotic

soils promote production of PCM by providing

organic matter that mechanically stabilizes soil

profiles, retains cations and water, and increases

fluid residence time (24, 27). Whereas minor

amounts of clay formation are possible directly

on rock surfaces, the difficulties of retaining and

concentrating leached ions are substantial, so

that rock surfaces do not produce clay minerals

as well as biotic soils. The biotic soil–forming

environment for clay minerals can be likened to

the carbonate Bfactory[ within the carbonate

system. In the absence of a clay mineral–

forming mechanism before the late Precambrian,

clay minerals deposited in marine sediments

were probably not substantial until the evolution

and colonization of the terrestrial environment

by some form of a primitive land biota.

The transience of terrestrial environments

(especially soils) prevents the geological record

from preserving reliable evidence of the transfor-

mation from an abiotic to a biotic surface. How-

ever, physical and geochemical data suggest a

primitive land biota by at least 1 Ga (27, 28, 29).

Molecular evidence suggests mosses, fungi, and

liverworts byÈ700 Ma (30) and a fossil marine

fungi/lichen record by 600 Ma (31) Efungi mark-

edly enhance weathering (32)^. Carbon iso-

topes of Neoproterozoic karst suggest that soil

biomass was sufficient to impart a Phanerozoic-

like meteoric isotopic signal to diagenetic

carbonate (31). Thus although we cannot spe-

cifically identify the transitional states of a land

biota, there is ample evidence for these tran-

sitions during the Proterozoic. Furthermore,

modern microbial crusts stabilize soil profiles,

retain water, enhance weathering rates, drive

chemical differentiation, and provide chemically

adsorptive organic matter (32–34). Thus, the

advent of soils sufficiently biotic for clay for-

mation likely predated complex terrestrial eco-

systems (33, 35).

One hypothesis for late Precambrian rise of

oxygen calls on enhanced burial of organicmatter

associated with increased tectonic activity be-

tween 1.1 and 0.8Ga (4). This hypothesis uses the

positive relation between sedimentation rate and

organic matter burial flux observed in modern

sedimentary systems, which likely results from

the scaling of clay mineral flux with total

sedimentation rate (13). Our hypothesis changes

the emphasis from temporal changes in quantity

of deposition to changes in its quality, that is,

its clay mineral abundance. The Neogene

Bengal fan illustrates a variation on this theme.

Fig. 2. Secular changes in
the relative amounts of phyl-
losilicate and quartz deter-
mined by using the Schultz
ratio (16, 23, 25, 38) for
Neoproterozoic to Cambrian
mudstones. Samples rep-
resent the finest-grained
units that were at least 5 m
thick from three locations:
South Australia (triangles),
Baltica (circles), and south
China (squares). These data
show an increase in the
proportion of phyllosilicates
relative to quartz with
decreasing age. Because of
the stability of quartz, its
abundance serves as a crude
standard indicating the amount of tectosilicates either present (Schultz ratio low) or once present,
now clay minerals (Schultz ratio high) in a shale of average chemical composition. Gray symbols are
the range of values from a specific unit (all samples analyzed), whereas the solid figure is the average
value for a given unit. Units studied include the following: 1, Oraparinna Shale; 2, Doushantuo
Formation; 3, Birri Formation; 4, Ekre Shale; 5, Innerelva Member and Stappogiedde Formation; 6,
Bunyeroo Formation; 7, Brachina Formation; 8, Nyborg Formation; 9, Reynella Member and Elatina
Formation; 10, Enorama Shale; 11, Tarcowie Siltstone; 12, Tapley Hill Formation; 13, Mintaro Shale;
14, Saddleworth Formation; and 15, Woolshed Flat Shale. Age assignments are approximate, and
correlations between basins have their basis in the assumed age of 630 Ma for the Marinoan (lower
Varanger) glacial and 740 Ma for the Sturtian glacial. Sample locations, data, methods (including
elemental data), and stratigraphic references can be found in table S1.
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Onset of the monsoon in the Miocene drove an

increase in chemical weathering in the Ganges-

Brahmaprutra watersheds, resulting in a shift

from mechanical weathering (tektosilicates,

plus mica, illite, and chlorite) to chemical

weathering (secondary detrital PCM; smectite,

kaolinite) (36). The later PCM mineral assem-

blage resulted in an Èfourfold increase in

organic loading and substantially increased the

organic carbon burial flux (36).

The global change that promoted the rise of

animals by 0.6 Ga (37) remains one of the most

important yet least understood events in the

geobiologic record. Here we adopt a non-

uniformitarian approach by identifying an im-

portant component of the modern system that

was largely absent or ineffective in the Pre-

cambrian and changed in an irreversible

manner sometime during the Neoproterozoic.

The modern ocean buries 1.6 � 1014 g C/year,

of which 86% (1.38 � 1014 g C/year) is buried

in ocean margins (11), where OC concentration

and hence burial flux is linearly proportional

to clay content. Applying this burial rate

throughout the Phanerozoic and assuming

that the peak ratios in Fig. 2 are proportional

to clay content, then the clay-driven increase in

OC burial that developed during 730 to 500 Ma

(Fig. 2) ramped from 0.21 � 1014 to 1.38 �

1014 g C/year. The resulting sixfold increase in

oxygen retention would have greatly influenced

biogeochemical cycling of redox sensitive

elements such as Feþ2 and S2– (2, 3, 5) and

ultimately increased the oxygen concentration

of the atmosphere. The evolutionary innovation

and expansion of land biota could permanently

increase weathering intensity and PCM forma-

tion, establishing a new level of organic carbon

burial and oxygen accumulation.
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The Last Deglaciation of the
Southeastern Sector of the
Scandinavian Ice Sheet
V. R. Rinterknecht,1*† P. U. Clark,1 G. M. Raisbeck,2 F. Yiou,2 A. Bitinas,3 E. J. Brook,1 L. Marks,4

V. Zelčs,5 J.-P. Lunkka,6 I. E. Pavlovskaya,7 J. A. Piotrowski,8 A. Raukas9

The Scandinavian Ice Sheet (SIS) was an important component of the global ice sheet system during

the last glaciation, but the timing of its growth to or retreat from its maximum extent remains

poorly known. We used 115 cosmogenic beryllium-10 ages and 70 radiocarbon ages to constrain

the timing of three substantial ice-margin fluctuations of the SIS between 25,000 and 12,000 years

before the present. The age of initial deglaciation indicates that the SIS may have contributed to an

abrupt rise in global sea level. Subsequent ice-margin fluctuations identify opposite mass-balance

responses to North Atlantic climate change, indicating differing ice-sheet sensitivities to mean

climate state.

A
t its maximum extent, the Scandinavian

Ice Sheet (SIS) merged with the Barents

Ice Sheet (BIS) and Kara Ice Sheet to

form a Eurasian ice sheet complex that was the

second largest of the former Northern Hemi-

sphere ice sheets (1–3). Such a large ice mass

would have influenced climate on scales rang-

ing from regional to hemispheric and may have

affected the formation of North Atlantic deep-

water through releases of meltwater and ice-

bergs. Simulations with climate models suggest

that the mass balance of the SIS was particularly

sensitive to changes in North Atlantic climate

because of its location immediately downwind

of the North Atlantic Ocean (4). Finally, the SIS

deformed the underlying crust, and the record

of postglacial isostatic recovery can be inverted

to reveal geophysical properties of the litho-

sphere and mantle (5, 6).

Isolating the relative contributions of the

SIS to changes in global sea level, climate, and

the solid Earth requires that the chronology of

its growth and decay be well constrained. Ice-
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rafted debris (IRD) inmarine cores often provide

well-dated records of ice-sheet variability (7, 8),

but the linkages between the physics of ice

sheets and the formation of an IRD signal have

not been clearly established. Prominent end

moraines deposited by the southern SIS margin

across northern Europe provide a direct record

of ice-margin fluctuations, but the paucity of

organic material for radiocarbon dating in this

region has prevented the development of more

than a general understanding of the timing of

these fluctuations (9). We measured cosmogen-

ic 10Be concentrations in samples associated

with six main moraines (10) deposited by the

southeastern SIS in Poland, Belarus, Lithuania,

Latvia, Estonia, and Finland (Fig. 1) that firmly

establish the chronology of the southern SIS

margin since 25,000 years before the present

(25 kyr B.P.).

Boulder exposure ages were calculated from
10Be/9Be ratios measured by accelerator mass

spectrometry (table S1) (10). We present the mo-

raine age as either the mean exposure 10Be age or

the error-weighted mean exposure 10Be age, and

the uncertainty as the larger of the standard de-

viation of the mean exposure ages or the error-

weighted mean of the analytical uncertainty (10).

Outliers exist in the exposure-age populations

of all but one of the SIS moraines (Fig. 2). We

attribute the anomalously old ages (generally

Q30 10Be kyr) to incomplete erosion of boulder

surfaces that had previously been exposed to

secondary cosmic rays, resulting in 10Be inher-

itance. Exposure ages that are clearly too

young (generally e10 10Be kyr) may reflect post-

depositional exhumation or movement or unrec-

ognized erosion of boulder surfaces. Accordingly,

we removed these outliers and then further re-

duced the data set by using Chauvenet_s criterion

(11) to reject outliers from the sample popula-

tion of a given moraine, reducing our measured

data set from 138 to 111 10Be ages (10). We

then combined previously published 10Be data

on four samples from the Salpausselk. I

moraine in Finland (12) with data on our nine

samples from that moraine (13).

By combining our new 10Be data with 70

new and existing limiting radiocarbon ages on

interstadial or postglacial organic matter (table

S2), we developed a comprehensive chronology

of the southeastern margin of the SIS that

identifies three ice-margin fluctuations between

25,000 and 12,000 calendar (cal) yr B.P. (Fig.

3A). Calibrated radiocarbon ages indicate that

after a long interstadial, the SIS margin ad-

vanced into the Baltic lowlands after 24,900 T

370 cal yr B.P. (14) and reached its maximum

extent marked by the Last Glacial Maximum

(LGM) Moraine after 20,980 T 270 cal yr B.P.

(15) (Fig. 3A). We interpret the cosmogenic

ages on surface boulders from moraines to

represent the final time of moraine formation.

Our 10 10Be ages from the LGM Moraine in

Belarus and Lithuania (Fig. 2A) thus suggest

that the SIS margin began to retreat from its

maximum limit at 19,000 T 1600 10Be years

(Fig. 3A).

Radiocarbon ages on peat from the Odra

Bank of the Baltic Sea (16), 20 km north of

the Polish coast (Fig. 1), indicate that the ice

margin retreated north of this site before

16,760 T 360 cal yr B.P., in good agreement

with our new radiocarbon age for interstadial

sediments in Lithuania (16,470 T 230 cal yr

B.P.; laboratory number AA-53595) (Fig. 3A

and table S2). The younger age at Odra Bank

indicates that the site remained unglaciated until

after 15,520 T 430 cal yr B.P., when ice sub-

sequently readvanced to the Pomeranian Mo-

raine. A similar age for ice recession (È15,400

cal yr B.P.) had previously been inferred from

radiocarbon dating of organic deposits at the

Raunis site, Latvia (15), which became a key

constraint in interpretations of SIS marginal

history (9). Subsequent investigations, however,

demonstrated that these deposits are thoroughly

penetrated by recent rootlets (17, 18), pointing

to possible radiocarbon contamination.

Forty-two 10Be ages from the Pomeranian

Moraine have a mean age of 14,600 T 300 10Be

years (Fig. 2B), which is significantly younger

than the previous moraine-age estimate of

È18,000 cal yr B.P. (19–21). Combined with

the Odra Bank radiocarbon ages, these data

identify a significant post-LGM fluctuation of

the SIS margin, with readvance from north of

the Baltic coast to within 50 to 100 km of the

LGM Moraine after È15,500 cal yr B.P. and a

subsequent retreat beginning at È14,600 10Be

years (Fig. 3A). The 10Be ages from three

younger Baltic recessional moraines and one

boulder from the Pandivere Moraine indicate a

relatively slow retreat of the SIS margin from

the Pomeranian Moraine to a position south of

the Baltic coast byÈ13,000 10Be years (Figs. 2,

C to F, and 3A). With the exception of two

radiocarbon ages from Poland Ethe Gardno site

(23, 24)^ and two radiocarbon ages from Latvia

Ethe Progress site (17, 18)^, our 92 10Be ages

dating ice retreat from the Pomeranian Moraine

to the south coast of the Baltic Sea are in ex-

cellent agreement with 23 14C ages on post-

glacial organic material that provide minimum

ages for deglaciation of the same region (Fig. 3A

and table S2).

The third and youngest fluctuation of the

southern SIS occurred after ice-margin retreat

several tens of kilometers north of what is now

the Salpausselk. I Moraine before it readvanced

to deposit that moraine (Fig. 3A) (25). When we

combine our 10Be data from the Salpausselk. I

Moraine with those of Tschudi et al. (12) and

use an integrated production rate to account for

Fig. 1. Digital elevation model of the sampling area (adapted from http://lpdaac.usgs.gov). The main ice-
marginal positions are outlined in gray (21). a.s.l., above sea level. (A) LGM Moraine. (B) Pomeranian
Moraine. (C) Middle Lithuanian Moraine. (D) North Lithuanian Moraine. (E) Pandivere Moraine. (F)
Palivere Moraine. (G¶) Salpausselkä I Moraine. (G¶¶) Salpausselkä II Moraine. (G¶¶¶) Salpausselkä III
Moraine. 10Be sites are indicated as follows: LGM Moraine (green-blue triangles), Pomeranian Moraine
(dark blue triangles), Middle Lithuanian Moraine (orange triangles), North Lithuanian Moraine (red
triangles), Pandivere Moraine (light blue triangle), Palivere Moraine (purple triangles), Salpausselkä I
Moraine (gray triangle represents nine samples) (13), Salpausselkä I Moraine (black triangle represents
four samples) (12). 14C sites are indicated as follows: this study (white squares), previous studies (black
squares).
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isostatic uplift of the region (10), we find that

ice retreat from the moraine began at 12,500 T

700 10Be years (13) (Figs. 2G¶ and 3A).

Our new chronology for the southern SIS

margin has several important implications for

understanding the response of the SIS to cli-

mate change and its contribution to global sea

level change. Our constraints on the timing of

the southern SIS at its last maximum extent

(È21 cal kyr B.P. to 19.0 10Be kyr) are in good

agreement with ages constraining a major ad-

vance of the western SIS margin (26) and the

maximum extent of the BIS margin (27, 28).

Because the SIS and BIS coalesced at their

maximum extent, this agreement indicates the

expansion of much of the Eurasian ice sheet

complex to its full glacial extent during the

interval of relative climate stability and low sea

level of the LGM (19.0 to 23.0 kyr B.P.).

Within dating uncertainties, our new ages

suggest that the onset of deglaciation of the

southern SIS margin at È19.0 10Be kyr may be

synchronous with a rapid sea-level rise of 10 to

15 m at È19.0 cal kyr B.P. that abruptly ter-

minated the LGM lowstand (29) (Fig. 3B).

Clark et al. (30) inferred that the source of this

event originated from one or more of the North-

ern Hemisphere ice sheets. Our dating of the

retreat of the southern SIS margin at this time

provides direct evidence that the SIS may have

contributed to this abrupt sea-level event. The

abruptness of the sea-level event in the ab-

sence of any associated abrupt warming (Fig.

3, B and C) points to an instability of the SIS

that caused it to partially collapse, although the

gradual warming that preceded the event sug-

gests the possibility of a nonlinear response of

the ice sheet to that warming (31). Such a

response may have induced fast flow (32) and

drawdown of the low-sloping Baltic Sea ice

stream (21), causing retreat of the southeastern

SIS margin.

This phase of early deglaciation was fol-

lowed by a 3 to 4 kyr interval of restricted SIS

margin extent that coincides with a reduction of

the Atlantic meridional overturning circulation

induced by the 19-kyr sea-level event and

subsequent Heinrich event 1 (H1) (Fig. 3D)

(30, 33), with the attendant loss of ocean heat

transport to the North Atlantic region causing

the Oldest Dryas cold interval (Fig. 3C). Why

did the southern SIS margin remain retracted

during this cold interval? We suggest that the

southward expansion of the polar front in the

North Atlantic associated with H1 (34), with an

attendant increase in sea ice coverage, caused

moisture starvation of the SIS (4), thus pre-

venting its margin from readvancing. Evidence

in support of this hydrologic response comes

from proxy records that indicate that extreme

aridity over Europe accompanied cold temper-

atures during Heinrich events (35).

We attribute the subsequent readvance of

the southern SIS margin to the Pomeranian

Moraine to the initial warming that occurred in

the North Atlantic region after H1 but before

the large and abrupt warming marking the onset

of the BLlling-AllerLd (Fig. 3, A and C). In

particular, a more positive SIS mass balance

and attendant ice-margin readvance are expected

outcomes of such a warming as a consequence

of the precipitation-temperature feedback, which

ismost effective under cold climates (36). Pollen

records support the idea that this atmospheric

hydrologic response occurred in showing a

rapid shift from semiarid to temperate taxa

over parts of southern Europe starting at È16

cal kyr B.P. (35).

The large-scale recession of the southern SIS

margin beginning at 14,600 T 300 10Be years,

marking the start of the final retreat of the SIS

from the Baltic lowlands, appears to represent a

response to the abrupt onset of the BLlling-

AllerLd warm interval at È14.6 cal kyr B.P. In

this case, the warming to near-interglacial tem-

peratures associated with the BLlling-AllerLd

interval (Fig. 3C) would have overwhelmed the

precipitation-temperature feedback and caused

a negative mass balance over the ice sheet (36).

The ages of the three post-Pomeranian mo-

raines (Figs. 1 and 2C, D, and F) suggest that

the receding margin must have paused briefly

during the BLlling-AllerLd warm interval to

construct each of them. Although the precise age

of these events cannot be resolved by our dating,

the most likely explanation for their occurrence

is an ice-margin response to the three centennial-

Fig. 2. Single 10Be exposure ages (green and red symbols). (A) LGM Moraine [mean age 0 19.0 T 1.6
10Be thousand years ago (ka), n 0 10 samples]. (B) Pomeranian Moraine (mean age 0 14.6 T 0.3 10Be ka,
n 0 42). (C) Middle Lithuanian Moraine (mean age 0 13.6 T 0.3 10Be ka, n 0 32). (D) North Lithuanian
Moraine (error-weighted mean age 0 13.1 T 0.3 10Be ka 0 9). (E) Pandivere Moraine (13.1 T 1.1 10Be ka,
n 0 1). (F) Palivere Moraine (mean age 0 13.6 T 1.2 10Be ka, n 0 8). (G¶) Salpausselkä I Moraine (error-
weighted mean age 0 12.5 T 0.7 10Be ka, n 0 13). 10Be exposure ages are ordered within a moraine
using the sample longitudes (west to east). Insets in (A) to (D) and (F) correspond to the full data set.
Green symbols are 10Be exposure ages used in the moraine age calculation. Red symbols are outliers not
included in the moraine age. Error bars for single 10Be exposure ages correspond to 1s analytical
uncertainty only. The black horizontal lines identify the mean age or the error-weighted mean age for
each moraine. Shaded gray bands correspond to 1s uncertainty (the standard deviation of the mean
exposure age or error-weighted mean of the analytical uncertainties combined when necessary with
uncertainties associated with water submergence and/or uplift assumptions). Pink symbols in (G¶) are the
10Be data from Tschudi et al. (12), recalculated using our corrected production rate and erosion and
uplift assumptions (13). Open symbols in (F) and (G¶) correspond to 10Be samples uncorrected for
estimated water submergence and/or isostatic uplift (10). The black dashed line corresponds to the
moraine mean age in (F) (10.1 T 0.5 10Be ka, n 0 8), and to the moraine error-weighted mean age in
(G¶) (12.0 T 0.2 10Be ka, n 0 13) for these uncorrected ages.
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scale cold events that occurred during the

BLlling-AllerLdwarm interval (Fig. 3C). The short

distance (È100 km) separating the Pomeranian

and Middle Lithuanian Moraines along the

climatically sensitive southern SIS margin is also

important in indicating a negligible contribution

of the SIS to global sea level rise in response to

BLlling-AllerLd warming.

Our new 10Be ages confirm the Younger

Dryas age of the Salpausselk. I Moraine (25)

and support the varve chronology (37) in show-

ing that the southern SIS margin subsequently

began to retreat to the Salpausselk. II Moraine

during the Younger Dryas. The presence of the

three Younger Dryas moraines may reflect small

climate changes during the Younger Dryas af-

fecting SIS mass balance. Alternatively, the

small ice-margin retreat may indicate a dynamic

response associated with a drawdown of ice

through the Gulf of Bothnia. In any event, in

contrast to the preceding Pomeranian readvance,

which occurred in response to a small warming

during a cold climate, the readvance to the

Salpausselk. IMoraine occurred in response to a

large Younger Dryas cooling during a warm

climate.We attribute these opposite responses to

the importance of the precipitation-temperature

feedback in controlling mass balance only

during cold climates (36). Similar opposing

mass balance changes are projected for the

two remaining ice sheets in response to fu-

ture global warming, with a negative mass

balance simulated for the warm-climate Green-

land Ice Sheet and a positive mass balance

simulated for the cold-climate Antarctic Ice

Sheet (38).
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from the Salpausselkä I Moraine and S. Hostetler,

J. Licciardi, J. Mangerud, and anonymous reviewers

for comments.

Supporting Online Material
www.sciencemag.org/cgi/content/full/311/5766/1449/DC1

Materials and Methods

Tables S1 and S2

References

28 September 2005; accepted 9 February 2006

10.1126/science.1120702

8004000

42

22

02

81

61

41

21

01

A
g

e 
(k

yr
 B

P
)

36-39-42-

40-80-120- 0.060.080.1

CBA D

Distance (km) δ18O (per mil)

MWP-1A

H1

19kyr-MWP

RSL (m) 231Pa/230Th

Fig. 3. (A) Time-distance diagram showing fluctuations of the southern margin of the SIS as
constrained by our mean or error-weighted mean 10Be ages (green circles) (table S1) and calibrated
radiocarbon ages (white squares, this study; black squares, previous studies) (table S2). The smallest
(green) vertical error bar for each moraine age corresponds to the error as described in (10). The
largest (black) vertical error bar for each moraine age includes the uncertainty in the 10Be production
rate (6%) for comparison with other records. Horizontal uncertainties shown for our 10Be data identify
the spatial north-south distance over which samples from each moraine were collected. We calibrated
radiocarbon ages younger than 21,381 14C yr B.P. using IntCal04 (39); we calibrated older radiocarbon
ages using the Cariaco Basin calibration curve (40). We excluded four samples (Gd-6117, Gd-4776, TA-
129, and TA-129A; table S2) from this data set because they are probably redeposited or contaminated.
(B) Records of far-field relative sea-level (RSL) change during the last deglaciation (29, 41, 42). (C)
d18O record from the Greenland Ice Sheet Project 2 ice core (43, 44). (D) Sedimentary 231Pa/230Th
record from North Atlantic core OCE326-GGC5, a proxy for the Atlantic meridional overturning
circulation (33).
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Exposed Water Ice Deposits on the
Surface of Comet 9P/Tempel 1
J. M. Sunshine,1* M. F. A’Hearn,2 O. Groussin,2 J.-Y. Li,2 M. J. S. Belton,3 W. A. Delamere,4

J. Kissel,5 K. P. Klaasen,6 L. A. McFadden,2 K. J. Meech,7 H. J. Melosh,8 P. H. Schultz,9

P. C. Thomas,10 J. Veverka,10 D. K. Yeomans,6 I. C. Busko,11 M. Desnoyer,10 T. L. Farnham,2

L. M. Feaga,2 D. L. Hampton,12 D. J. Lindler,13 C. M. Lisse,14 D. D. Wellnitz2

We report the direct detection of solid water ice deposits exposed on the surface of comet 9P/Tempel

1, as observed by the Deep Impact mission. Three anomalously colored areas are shown to include

water ice on the basis of their near-infrared spectra, which include diagnostic water ice absorptions

at wavelengths of 1.5 and 2.0 micrometers. These absorptions are well modeled as a mixture of

nearby non-ice regions and 3 to 6% water ice particles 10 to 50 micrometers in diameter. These

particle sizes are larger than those ejected during the impact experiment, which suggests that the

surface deposits are loose aggregates. The total area of exposed water ice is substantially less than

that required to support the observed ambient outgassing from the comet, which likely has

additional source regions below the surface.

B
efore the successful impact experiment

with comet 9P/Tempel 1, NASA_s Deep

Impact mission collected high spatial

resolution data of the cometary surface from

two visible-color imagers and a near-infrared

(near-IR) spectrometer (1). These instruments,

particularly the spectrometer, were designed to

detect likely cometary materials including water

ice, which has major absorptions at wavelengths

of 1.5, 2.0, and 3.0 mm (2, 3). Here, we report on

the successful detection and mapping of water

ice deposits on the surface of 9P/Tempel 1, thus

fulfilling one of the major science objectives of

the mission.

As comets approach the Sun, they release

volatiles. This ambient outgassing produces a

gas- and dust-rich coma that obscures the

cometary nucleus. Thus, very few observations

of bare cometary nuclei exist. Previous come-

tary missions, notably the Deep Space 1 (DS1)

mission to comet 19P/Borrelly (4), have searched

for evidence of volatiles on cometary surfaces.

DS1 included a near-IR spectrometer with a

spatial resolution of 160 m across the nucleus,

yet no evidence of absorptions due to water ice

in the 1.3- to 2.6-mm region was found (5). The

limited ground-based observations of possibly

bare cometary nuclei similarly lack absorptions

due to water ice (6–10).

Water ice has, however, been spectrally

identified in near-IR telescopic data of the sur-

faces of Kuiper Belt objects (KBOs) and

centaurs (11, 12), the presumed source region

for comets (13). In addition, recent Cassini Vi-

sual and Infrared Mapping Spectrometer near-

IR spectra (14) of the saturnian satellite Phoebe,

likely a captured KBO (15), include strong

absorptions due to the ubiquitous presence of

water ice (16), as previously observed in disk-

averaged telescopic observations (17). These

results, coupled with the considerable produc-

tion rates of H
2
O and water ice crystals

observed in cometary comae, are strong evi-

dence for the presence of water ice in comets

(18–20). However, water ice has not previously

been directly detected on the surface of a

comet.

The possible presence of volatiles on the

surface of 9P/Tempel 1 was first inferred from

albedo differences correlated to morphology.

Small, relatively bright regions (È30% brighter

than surrounding areas) are present in visible-

spectrum images (e.g., Fig. 1, A and D). To

support more quantitative analysis, we spatially

coregistered and rescaled the calibrated intensity/

solar flux (I/F) color images to match the clear

filter (broad band centered at 650 nm) image

for both the Medium- and High-Resolution

Imagers (MRI and HRI) onboard Deep Impact.

Because the color differences were very subtle,

the color image sets were then normalized to

those at 750 nm and to a large uniform area of

the nucleus; this allowed evaluation of the

relative color variations across the nucleus

(Fig. 2).

IR spectral scans of the nucleus calibrated to

radiance units (21) were assembled into data

cubes, which provided inherently spatially co-

registered images at 512 wavelengths from 1.05

to 4.8 mm. Each spectrum was independently

fit with a blackbody function from 3.0 to 4.4

mm, which was then subtracted to remove the

thermal component. As such, a temperature

map across the nucleus was also created (1).

The spectra were divided by the solar radiance

to produce I/F spectra and then normalized to

unity at 2.0 mm, yielding relative reflectance

spectra.

Color variations on the nucleus can be iden-

tified in ratios of image pairs. For HRI, the 450
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Fig. 1. (A) HRI 750-nm image (16 m/pixel). (B) HRI 450 nm/750 nm image showing areas
(brighter) that have relatively higher reflectance at shorter wavelengths. (C) HRI 950 nm/750 nm
image showing areas (darker) with relatively lower reflectance at longer wavelengths. Similar
results are shown for MRI images (82 m/pixel): (D) 750 nm, (E) 387 nm/750 nm, and (F) 750 nm/
950 nm.
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nm/750 nm image includes three anomalously

bright areas (higher reflectance at 450 nm than

at 750 nm) in the top half of the nucleus (Fig.

1B). These same areas are atypically dark in the

950 nm/750 nm image (lower reflectance at

950 nm than at 750 nm) (Fig. 1C). Areas on

the nucleus with 450 nm/750 nm ratios of

91.13 and with 950 nm/750 nm ratios of G0.98

were mapped (Fig. 2A) and their average

spectral properties calculated (Fig. 2B). Al-

though the MRI color filters are at different

wavelengths and narrower than those of the

HRI (3), nearly identical results were found

from similar processing of the MRI data (Fig.

2, C and D). After correction for emission angle

effects, we calculated the total area of these

anomalously colored regions to be 0.49 km2

from HRI and 0.55 km2 from MRI, corre-

sponding to È0.5% of the nominal surface area

of the nucleus E113 km2, assuming a mean ra-

dius of 3 km (1)^.

To determine the origin of the anomalous

colors of these areas, we examined high spec-

tral resolution IR spectra. Relative to typical

nucleus spectra, all three regions included dis-

tinct 1.5- and 2.0-mm absorptions diagnostic of

water ice. These absorptions were clearly seen

in spectra from three different IR nucleus scans

(200 m/pixel, 160 m/pixel, and 120 m/pixel).

Spectra from the highest resolution IR nucleus

scan of the three different water ice–rich regions

were plotted relative to a broad smooth region

of the nucleus and normalized to unity at 2.0

mm (Fig. 2F). A map of 2.0-mm absorption

band strength (Fig. 2E) shows that this absorp-

tion correlates very well with the higher spatial

resolution maps of anomalous regions seen in

the visible data. It is therefore clear that the

anomalous color regions are due to the pres-

ence of water ice.

The water ice regions are shown overlaying

the derived temperature map in Fig. 3. At least

two of the ice-rich areas (yellow circles 1 and

2) occur in local cold regions of the nucleus;

the third is near a local cold region. However,

the scale of the temperature map (120 m/pixel)

is insufficient to separate the effects of the

topographic variations from any possible effects

due to ice. Stereo imaging shows that the lar-

gest area of ice (circle 1) is in a depression 80 T

20 m below the surrounding areas. Nonetheless,

the temperature derived for the water ice re-

gions varies from 285 to 295 K (T8 K). These

temperatures are significantly above È200 K,

the free sublimation temperature of water ice

at a distance of 1.5 AU from the Sun and an

incidence angle of 55- Eas calculated from

(22)^. Thus, the temperatures measured indi-

cate that pure water ice cannot fill a complete

IR pixel.

If we consider the case where water ice is

intimately mixed with as much as 99% dark

(0.04 albedo) material, the aggregated temper-

ature would be only 230 K, still far below the

280 T 8 K minimum measured temperature.

Therefore, at the resolution of 120 m/pixel, the

cold water ice component has a negligible ef-

fect on the thermal flux. Thus, if sublimation is

to be prevented, the surface exposures of water

ice (whether or not it is intimately mixed with a

dark non-ice component) cannot be in thermal

equilibrium with any non-ice component (nom-

inally at È300 K at 1.5 AU and 55- incidence

angle).

If the water ice and non-ice nuclear com-

ponents are thermally decoupled, they must also

be physically separated at the same scale (in this

case, at the macroscopic scale of 120 m/pixel).

The measured reflectance at 120 m/pixel can

therefore be modeled as a simple linear (i.e.,

aerial) combination of the spectra of its

components. Using optical constants (23) and

scattering theory (24), we calculated spectra of

pure ice components of various grain sizes. The

water ice–rich spectra were then modeled as

linear combinations of theoretical ice spectra of

various grain sizes and an average non-ice IR

spectrum of the nearby nucleus (Fig. 4B).

The relative intensities of ice absorptions at

1.5, 2.0, and 3.0 mm change as a function of

particle size (25). In spectra of larger grain

sizes, absorptions at longer wavelengths satu-

rate (i.e., they have near zero reflectance). Be-

cause absorptions at 3.0 mm are nearly absent in

the spectra of the ice-rich regions of the

nucleus, their particle size cannot be less than

5 mm (Fig. 4A). At the other extreme, particles

larger than 50 mm reflect relatively more at

shorter wavelengths and do not match the ob-

served ice-rich spectrum (Fig. 4A). Thus, mod-

eling of the ice-rich nucleus spectrum as a

mixture of water ice and non-ice constrains the

Fig. 2. Maps and
spectra of ice-rich areas
relative to non-ice re-
gions of the nucleus.
(A and B) HRI visible
data (16 m/pixel). (C and
D) MRI visible data
(82 m/pixel). (E and
F) IR data (120 m/pixel).
Note that the IR scan at
the highest resolution on-
ly covers the upper half of
the nucleus, as shown.
The ice-rich areas are
mapped in the visible
images as combinations
of high 450 nm/750 nm
relative reflectance (387
nm/750 nm for MRI) and
low 950 nm/750 nm
relative reflectance and
in the IR images by the
strength of absorptions at
2.0 mm. The visible
spectra are normalized to
unity at 750 nm, whereas
the IR spectra are normal-
ized at 2.0 mm. All data
are normalized to the same broad smooth area of the nucleus (indicated by the red boxes) to facilitate detection of these subtle variations. Each of the three ice-rich regions
(see Fig. 3) have IR spectra that include distinct absorptions due to water ice.
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ice component to be 6 T 3% with particles that

are 30 T 20 mm in size (Fig. 4B).

The combination of high spatial resolution

color images and IR spectra has allowed us

to unambiguously detect water ice on the sur-

face a comet. The relatively ice-rich regions on

9P/Tempel 1 are not uniformly distributed on

the surface, but instead are restricted to three

distinct regions that are both relatively low in

elevation and relatively cold. Water ice absorp-

tions are not exposed on other regions of the

nucleus that include scarps and other morpho-

logic indicators of erosion (1). In addition, the

upper region of the nucleus, where all observed

water ice deposits are located, is potentially a

source for several natural outbursts observed

before impact (1).

There is ample morphologic evidence that

the surface of 9P/Tempel 1 has been extensive-

ly processed since its formation (1). In addition,

analysis of thermal data reveals that the water

ice is thermally (and thus physically) decoupled

from the non-ice nuclear components on a

macroscopic scale. Taken together, these obser-

vations suggest that the exposed water ice

regions are not primary Efor example, forming

mantles around silicates, as proposed by the

aggregated interstellar material model of (26)^.

It is also possible that the water ice has re-

condensed from recent activity. Finally, the

surface water ice particle sizes (30 T 20 mm)

are greater than the size range of the ejecta

(0.5 to 5 mm) inferred from various measure-

ments after impact (1, 27, 28). This suggests

that the surface deposits are in fact loose

aggregates of smaller particles that are easily

fractured during ejection, one of the interpreta-

tions offered by A_Hearn et al. (1).

The ambient outgassing of 9P/Tempel 1 is

È6 � 1027 H
2
O molecules s–1 measured before

impact (28), which is consistent with values

from previous apparitions (29). The free sub-

limation temperature of water ice calculated

above (È200 K) would produce water sublima-

tion at a rate of È4.5 � 1021 molecules m–2 s–1.

A surface area of 1.3 km2 of 100% water ice is

therefore required to account for the ambient

outgassing of water, consistent with previous

results (30, 31). The observed 0.5 km2 of 6%

water ice, equivalent to È0.03 km2 of pure

water ice, is considerably less than this value.

Thus, although they may be associated with

natural outbursts, the water ice deposits we

detected on the surface of 9P/Tempel 1 are not

the dominant sources of outgassing. Therefore,

if we assume that the distribution of ice on the

unobserved parts of the nucleus is broadly sim-

ilar to the observed distribution, the ambient

outgassing observed for 9P/Tempel 1 likely has

extensive subsurface sources.
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Fig. 4. Results of modeling of linear combinations of IR spectra of non-ice regions of the nucleus
and calculated spectra of various particle sizes of water ice derived from optical constants. (A) The
ice-rich nucleus spectrum (black), when modeled as a mixture of non-ice nucleus [see (B)] and a
calculated spectrum of 70-mm water ice particles (purple), does not match at short wavelengths,
whereas a mixture with 3-mm water ice particles (orange) produces a poor match at long
wavelengths. (B) The same ice-rich spectrum (black) is well modeled with 30-mm water ice particles
(blue) and a nearby non-ice nucleus spectrum (red; offset by –0.3 for clarity). Modeling indicates
that the ice regions contain 6 T 3% ice with particles 30 T 20 mm in size.

Fig. 3. Temperature map of the
upper half of the nucleus de-
rived from IR spectra (with 2 K con-
tour intervals from 280 to 330 K;
120 m/pixel). Three ice-rich regions
(yellow circles) are located near
locally cold regions with temper-
atures of È285, 290, and 295 K,
respectively.
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Laonastes and the ‘‘Lazarus Effect’’
in Recent Mammals
Mary R. Dawson,1* Laurent Marivaux,2 Chuan-kui Li,3 K. Christopher Beard,1 Grégoire Métais1

The living Laotian rodent Laonastes aenigmamus, first described in early 2005, has been

interpreted as the sole member of the new family Laonastidae on the basis of its distinctive

morphology and apparent phylogenetic isolation from other living rodents. Here we show that

Laonastes is actually a surviving member of the otherwise extinct rodent family Diatomyidae,

known from early Oligocene to late Miocene sites in Pakistan, India, Thailand, China, and Japan.

Laonastes is a particularly striking example of the ‘‘Lazarus effect’’ in Recent mammals, whereby a

taxon that was formerly thought to be extinct is rediscovered in the extant biota, in this case after a

temporal gap of roughly 11 million years.

I
n recent years, tropical southeast Asia has

been recognized as an important Bhot

spot[ for modern biological diversity (1).

The latest addition to the mammalian biota

of this hot spot is the rodent Laonastes

aenigmamus, recently described by scientists

working on a biodiversity survey in Laos (2).

Initial investigations of its morphological and

molecular affinities established that Laonastes

is phylogenetically divergent from other

living rodents, which led to its classification

in the new family Laonastidae. Current knowl-

edge of Laonastes, known locally as the kha-

nyou, is based on whole specimens that were

purchased in local markets and individual

bones collected from owl pellets and cave

deposits. Although living individuals have

yet to be observed by biologists, Laonastes

seems to be nocturnal in its activity pattern

and is thought to inhabit karstic terrain. It

has a vaguely squirrel-like appearance, with

an elongated head, pelage ranging from

black to grizzled, and a long hairy tail. Its

jaws and dentition are highly distinctive,

having an enlarged hystricomorphous infra-

orbital foramen, lacking development of the

coronoid process on the mandible, and having

distinctly bilophodont cheek teeth. The post-

cranial skeleton, on the other hand, is gen-

eralized, suggesting a scampering mode of

locomotion.

Although initial phylogenetic results indi-

cated that Laonastes pertains to an ancient

phylogenetically isolated lineage of rodents,

morphological comparisons with fossil ro-

dents have not been undertaken previously.

Our familiarity with the fossil record of

Asian rodents led us to make extensive com-

parisons between Laonastes and the other-

wise extinct Diatomyidae, known from early

Oligocene to late Miocene strata in Pakistan,

India, Thailand, China, and Japan (3–10).

Three fossil genera—Fallomus, Diatomys,

and Willmus—are currently recognized in

the Diatomyidae. Fallomus is known from

isolated teeth and fragments of jaws from the

Oligocene and early Miocene of Pakistan,

India, and Thailand (4, 7, 8), whereas the

poorly documented Willmus is known from

two isolated teeth from the late Miocene of

Pakistan (10). Diatomys, on the other hand, is

better known and more widely distributed,

having Miocene records in Shandong and

Jiangsu provinces in eastern China, Kyushu

Island in Japan, northern Pakistan, and the

Lamphun district of Thailand (3, 5).

Diatomys shantungensis was originally de-

scribed from the late early Miocene Shanwang

Series of Shandong Province, China, based

on two relatively complete (but laterally

compressed) partial skeletons (3). The well-

preserved dentitions of these specimens

show that the cheek teeth in each jaw quad-

rant include one premolar and three molars

displaying a simple transversely bilophodont

occlusal pattern. Details of cranial and man-

dibular anatomy were difficult to interpret

because of the lateral compression of the

fossils. However, Diatomys was originally

thought to have an unenlarged infraorbital

foramen (the sciuromorphous condition) and

a sciurognathous lower jaw. Its postcranial

skeleton lacks any obvious morphological

adaptations for either leaping or burrowing.

In June 2005, a new and less compressed

specimen of D. shantungensis was discovered

from the type locality in Shandong Province.

The new specimen, IVPP V12692, complete

with whiskers and traces of pelage (Fig. 1, A

to C), clarifies aspects of the cranial and

mandibular anatomy of Diatomys that were

either missing or obscured by postmortem

deformation in previously described speci-

mens of this species. IVPP V12692 shows

that the infraorbital foramen of Diatomys is

very large; hence, Diatomys resembles

Laonastes (Fig. 1D) in having the hystricomor-

phous condition. IVPP V12692 also shows

that the mandible lacks a coronoid process

and has a relatively low condyle; the masse-

teric fossa extends forward to a level below

p4; an anteroposterior ridge, the linea obli-

qua, separates dorsal and ventral portions of

the masseteric fossa; the angular process is in

the same vertical plane as the incisor (the

sciurognathous condition); the angular pro-

cess extends posteriorly as far as the condylar

process; the ventral side of the angular pro-

cess is very slightly inflected; and the incisor

root is short, extending posteriorly to a level

below m2. Thus, the new specimen dem-

onstrates that the mandibles of Diatomys and

Laonastes are virtually identical in sharing

the following derived characters: absence of a

coronoid process, masseteric fossa extending

forward to below p4, masseteric fossa sub-

divided into dorsal and ventral sections,

condyle low but higher than tooth row, and

shortened incisor.

Laonastes was originally described as

having a hystricognathous mandible (2). A

reexamination of pertinent specimens shows

that Laonastes actually has a sciurognathous

mandible like that of Diatomys (Fig. 1, D

and G). Another characteristic of hystri-

cognathous rodents was also attributed to

Laonastes in the original description: a

groove for passage of the pars reflexa of the

masseter superficialis muscle to its insertion

on the medial surface of the angle. Reexam-

ination of specimens of Laonastes revealed

no space for this groove in its sciurognathous

jaw.

Only heavily worn teeth of Laonastes are

currently available for investigation. Never-

theless, the cheek teeth of Laonastes are

clearly bilophodont, a condition that also

characterizes Diatomys. The acquisition of

bilophodonty occurred within Diatomyidae,

because Oligocene species of Fallomus have

cuspate cheek teeth showing derivation of

the bilophodont pattern from a more gen-

eralized rodent dental morphology (4, 7, 8).

The cheek teeth of Laonastes have elongated

crowns that have been described as hyp-

sodont. A highly unusual aspect of the den-

tition that Laonastes shares with fossil

diatomyids is the presence of supernumerary

roots on the cheek teeth. In Laonastes, the

upper cheek teeth each have three roots, but

their size and disposition are unusual for ro-

dents. The upper cheek teeth of Laonastes

bear an enlarged U-shaped anterior root and

two posterior roots, whereas the lower

dentition shows that three roots are present

on p4 and four occur on m1-3 (Fig. 1F). In

Diatomys, the upper molars each have four

roots, whereas the number of roots sup-

porting the lower dentition is identical to

that of Laonastes (3, 5). Molars of Fallomus

exhibit some variation in the number of
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roots, but they typically have four (7). This

proliferation of roots is derived among ro-

dents, in which the primitive condition has

three roots on P4-M3 (including two buccal

roots and one larger lingual root) and two roots

(one anterior and one posterior) on p4-m3.

Given that four roots support the upper cheek

teeth of Diatomys and Fallomus, the enlarged

U-shaped anterior root on the upper cheek

teeth of Laonastes probably resulted from the

coalescence of the two anterior roots that occur

in fossil diatomyids.

The microstructure of incisor enamel in

Fallomus and Diatomys is multiserial, a con-

dition that also characterizes ctenodactylid,

pedetid, and hystricognath rodents (5, 8). Al-

though the original description of Laonastes

failed to consider this character, our analysis

of incisor enamel microstructure in Laonastes

revealed the presence of multiserial enamel in

this taxon as well (Fig. 1E). Incisor enamel

microstructure in Laonastes is very similar to

that of Diatomys in having the same number

of prisms per Hunter-Schreger band (HSB)

and in showing the same degree of complex-

ity of the interprismatic matrix (inter-row

sheets running at a high angle to the prism

direction and a well-marked transition zone

between adjacent decussating HSBs). It dif-

fers, however, in showing the HSBs to be

much more inclined (950-) to the enamel-

dentine junction than is the case in Diatomys

(25- to 30-), a difference that is not unex-

pected given the large temporal gap between

these genera.

Other skeletal similarities between ex-

tinct diatomyids and Laonastes can be added

to those of the mandible and dentition.

Laonastes has a separate neurovascular canal

within the orbit. This feature is not interpret-

able in available specimens of D. shantun-

gensis, but the Oligocene Fallomus also has a

separate neurovascular canal, demonstrating

early establishment of this character in di-

atomyids (7). Diatomys and Laonastes are the

same size, with head and body length span-

ning roughly 250 mm, followed by a long

tail composed of 20 to 25 caudal vertebrae.

Fig. 1. Morphological
characters of Diatomys
and Laonastes. (A and
B) Right side of skull
and (C) articulated skel-
eton of D. shantungen-
sis (IVPP V12692) from
the early Miocene, Shan-
dong Province, China.
Abbreviations on the
skeleton are as follows:
cl, clavicle; fe, femur; h,
right humerus; lh, left
humerus; lv, lumbar verte-
brae; ma, manus; pe, pel-
vis; ri, ribs; ru, right ulna;
s, scapula; sc, sternal carti-
lage; sk, skull; st, sternum;
tv, thoracic vertebrae; and
vi, vibrissae. (D to G) L.
aenigmamus. (D) Right
lateral view of skull and
mandible of specimen
BMNH 1999.71. (E)
Scanning electron photo-
micrographs of lower in-
cisor enamel of BMNH
1998.407, showing the
multiserial condition.
(Top) Longitudinal sec-
tion including the total
enamel thickness (È310
mm) with moderately
thin radial enamel of
the portio externa (PE)
and thick (80%) portio
interna (PI) with HSBs;
the straight HSBs are
inclined at about 50- to
the enamel-dentine junc-
tion at right; scale bar,
100 mm. (Bottom) De-
tails of the PI, showing
decussating HSBs with
three to four prisms per
bandand thewell-marked
transition zone between adjacent decussating HSBs; a thin interprismatic
matrix (IPM) never surrounds the prisms but appears as inter-row sheets
running at a high angle (Q80-, nearly rectangular) to the prism direction and
never anastomoses between the prisms; scale bars, 10 mm. The pattern of the

IPM typifies a derived multiserial subtype III. (F) Occlusal view of left mandible
of BMNH 1998.408, showing three roots of p4 and four roots of lower molars.
(G) Ventral view of sciurognathous left mandible of BMNH 1999.71, with a
dashed line showing the position of the lower incisor.
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Diatomys and Laonastes also share the fol-

lowing postcranial characters: the humerus

has a reduced deltoid ridge and a wide distal

end and lacks an entepicondylar foramen; the

lesser trochanter of the femur is mostly pos-

terior in position; and the astragalus has a

sharp medial keel, wide body, and short

neck (2, 3, 5). Our phylogenetic analysis of

morphological data from various living and

extinct rodents identifies Laonastes as a

member of Diatomyidae, being more closely

related to Diatomys than the latter is to Fal-

lomus (Fig. 2 and supporting online material).

We therefore synonymize Laonastidae with

Diatomyidae (11).

The discovery of the living diatomyid ro-

dent Laonastes offers a rare opportunity to

compare phylogenetic results that were de-

rived independently from neontological and

paleontological data sets. To date, phyloge-

netic analyses of genetic data from Laonastes

have yielded conflicting results, but a com-

bined analysis of mitochondrial data from

12S ribosomal RNA and cytochrome b places

Laonastes as a basal member of Hystricog-

nathi (2). Further molecular analyses should

be undertaken, especially in light of the an-

tiquity of the phylogenetic branching events

postulated here for this rodent. A recent

analysis of morphological data recognized

diatomyids as one of several extinct out-

groups of living Hystricognathi (12). Of these

outgroups, it is striking that the diatomyids

continued to evolve in Asia, while the

ctenodactylids became extinct in southern

Asia but evolved subsequently in Africa.

Given the diversity of extinct Asian rodents

that apparently lie near the base of the mod-

ern radiation of Hystricognathi, Laonastes

strengthens paleobiogeographic hypotheses

proposing that this group of mainly African

and South American extant rodents originated

in Asia (6).

The BLazarus effect[ refers to the re-

appearance of taxa after a lengthy hiatus in

the fossil record (13, 14). The discovery of

living examples of taxa that were previously

thought to be extinct is a very special case

of the Lazarus effect, one that has only rarely

been documented among mammals and other

vertebrates. With the exception of micro-

biotheriid marsupials (15), all fossil mammal

taxa that were subsequently found to be alive

have been Pleistocene in age and congeneric

with their modern counterparts (16). Unique-

ly among placental mammals, Laonastes

pertains to a clade (Diatomyidae) that was

formerly believed to have been extinct for

more than 11 million years. Diatomyids join

tree shrews, flying lemurs, and tarsiers as

examples of ancient and formerly wider-

ranging mammalian taxa that are currently

living with relictual distributions in southeast

Asia.

From a paleontological and phylogenetic

perspective, efforts to conserve Laonastes, the

sole survivor of a morphologically distinctive

family of rodents with deep evolutionary

roots in Asia, should be given the highest

priority. If it can be preserved, the Paleogene

zoo that survives today in southeast Asia can

offer invaluable insights regarding past and

present biodiversity.
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Fig. 2. Simplified phy-
logeny (see supporting
online material) showing
temporal and geographic
distributions of diatomyids.
(Top) Suggested relation-
ships of diatomyids within
Rodentia, showing occlu-
sal views of right p4-m3
(anterior end to right) of
Fallomus, Diatomys, and
Laonastes. (Bottom) Ge-
ographic distribution of
Fallomus (black circles),
Diatomys (asterisks), Will-
mus (white circle), and
Laonastes (red circle).
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Opposing Effects of Native and Exotic
Herbivores on Plant Invasions
John D. Parker,* Deron E. Burkepile, Mark E. Hay†

Exotic species are widely assumed to thrive because they lack natural enemies in their new ranges.

However, a meta-analysis of 63 manipulative field studies including more than 100 exotic plant

species revealed that native herbivores suppressed exotic plants, whereas exotic herbivores

facilitated both the abundance and species richness of exotic plants. Both outcomes suggest that

plants are especially susceptible to novel, generalist herbivores that they have not been selected to

resist. Thus, native herbivores provide biotic resistance to plant invasions, but the widespread

replacement of native with exotic herbivores eliminates this ecosystem service, facilitates plant

invasions, and triggers an invasional ‘‘meltdown.’’

I
nvasive exotic species threaten native

biodiversity (1), alter ecosystem structure

and function (2), and annually cost up to

$120 billion in the United States alone (3).

Determining the ecological traits and interac-

tions that affect invasion success are therefore

critical for predicting, preventing, and mitigat-

ing the negative effects of biological invasions.

The leading hypothesis for why some exotic

species become superabundant in their new

ranges is the enemy release hypothesis, propos-

ing that exotic species thrive because they lack

coevolved enemies in their new ranges (4–9).

However, introduced ranges contain evolution-

arily novel enemies that exotic invaders may

not be adapted to deter (10, 11), and the biotic

resistance hypothesis suggests that resistance by

native enemies in the new range will limit the

establishment or spread of most invaders (4–6).

Regardless of the mechanisms involved, inva-

sions by exotic species are increasingly com-

mon, and it has been hypothesized that positive

feedbacks among this increasing number of

exotic species can facilitate additional invasions

and lead to an invasional Bmeltdown[ (12).

Such meltdowns might be exacerbated by hu-

mans introducing exotic species into, and

harvesting native species from, native ecosys-

tems, potentially both lowering the capacity for

biotic resistance and increasing the potential for

positive feedbacks among exotic species.

Exotic plants are often assumed to gain

enemy release because herbivores will selec-

tively attack native over exotic plants (7).

However, this may be more applicable for spe-

cialist enemies that require host-specific

feeding cues than for generalist consumers that

view most plants as foods unless deterred by

plant defenses. The distinction between gener-

alist and specialist herbivores is especially crit-

ical because generalists often have larger

impacts on plant community structure than

specialists do (13, 14); they commonly consume

exotic plants in preference to native plants in

laboratory feeding assays (15); and their effects

on plant invasions have been historically over-

looked (7). Rarely, however, have experimental

exclusions of generalist herbivores been used to

test whether these herbivores alter the abundance

of exotic plants in natural communities. Instead,

most tests of enemy release and biotic resistance

have focused on correlative response variables

that may not translate into demographic impacts

(e.g., the number of native enemy species at-

tacking an exotic species rather than the damage

inflicted) (8, 9), or on a few Bmodel[ species

(16, 17) that may not be typical of exotic spe-

cies in general.

We tested the effects of herbivores on exotic

plant invasions using meta-analysis to examine

63 published studies that experimentally ex-

cluded herbivores and monitored the success of

more than 100 exotic plant species. Most (n 0

35) of the studies we found monitored herbi-

vore effects on entire plant communities rather

than on plant invasions per se and thus avoided

potential bias due to focusing on particular

species. For these studies, we evaluated how

herbivores affected the relative abundance of

exotic plants (the fraction of the total plant

community that was non-native) and the ab-

solute abundance (e.g., plant biomass and

cover) and species richness of both native and

exotic plants (18). An additional 28 studies

monitored herbivore effects only on specific

species of exotic plants. These studies were

used to assess native herbivore impacts on the

establishment of exotic plants and to broaden

our analysis by examining an additional 29

exotic plant species not included in the

community-wide investigations. We did not

include studies reporting enemy diversity or

leaf damage alone because these indirect es-

timates may not translate to impacts on plant

demography (19). Studies were drawn from a

range of biomes (grasslands, scrublands, for-

ests, deserts, freshwater and saltwater marshes,

and lake bottoms) and herbivores (native bison,

elk, deer, antelope, waterfowl, wallabies, rab-

bits, rodents, land crabs, fishes, mollusks, and

insects; and exotic cattle, horses, deer, sheep,

goats, rabbits, rodents, fishes, mollusks, and

insects) (18).

In studies assessing herbivore effects on

entire plant communities, native and exotic

herbivores had opposing effects on the relative

abundance of exotic plants. Native herbivores

strongly suppressed, whereas exotic herbivores

strongly enhanced, the relative abundance of ex-

otic plants (Fig. 1). Native herbivores decreased

the relative abundance of exotic plants by 28%

(log response ratios correspond to a decrease in

the relative abundance of exotic plants from

36.6 T 5.5% in the exclusion treatments to

26.5 T 5.2% in the grazed communities; mean T

SE), consistent with the biotic resistance hy-

pothesis. In contrast, exotic herbivores increased

the relative abundance of exotic plants by 65%

(from 24.3 T 3.8% in the exclusion treatments

to 40.2 T 4.9% in the grazed communities),

consistent with the invasional meltdown hy-

pothesis. Overall, the relative abundance of

exotic plants was 52% higher in communities

grazed by exotic herbivores (40.2 T 4.9%) than

in communities grazed by native herbivores

(26.5 T 5.2%).

An assessment of absolute, as opposed to

relative, abundance also demonstrated that

native and exotic herbivores had strongly op-

posing effects on native versus exotic plants.

Native herbivores suppressed the abundance of

exotic plants, whereas exotic herbivores sup-

pressed the abundance of native plants (Fig. 2,

A and B). Grazing by exotic herbivores also
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increased the species richness of exotic plants

(Fig. 2D), whereas native herbivores had no

detectable effect on the species richness of

either native or exotic plants (Fig. 2C). Thus,

native herbivores limited the abundance of

exotic plants but not the likelihood of coloni-

zation by new species. In contrast, exotic

herbivores promoted exotic plant dominance

and richness by disproportionately reducing the

abundance of native species. Although these

results could be confounded if experiments on

native versus exotic herbivores differed system-

atically in variables such as productivity,

grazing rate, etc., that could affect herbivore

impact (20, 21), we found no evidence of such

bias (18). Moreover, the general patterns we

found were not driven by any one, common

herbivore type; if we removed the studies with

herbivores that were common and that had

strong impacts (e.g., cattle, waterfowl), these

general patterns persisted and remained signif-

icant (18).

Most previous assessments of release from

herbivores have focused on effects of native

invertebrate herbivory on exotic plant size or

growth (6, 7). In contrast, our analyses of native

herbivores focused primarily on the impacts of

vertebrates (24 of 25 experiments). We

hypothesized that vertebrate herbivores would

have larger effects than invertebrates by virtue

of their larger size, enhanced mobility, broader

diets, and propensity to kill plants rather than

suppress plant growth (13, 22). To test this hy-

pothesis, we analyzed the impacts of native

vertebrate and invertebrate herbivores on survi-

vorship of exotic plant species. Native verte-

brate herbivores had a three- to fivefold larger

impact on exotic plant survival than did native

invertebrate herbivores (18). This suggests that

studies focused on native invertebrate herbi-

vores alone may find small effects on plant

invasions (7, 11) because smaller and more spe-

cialized invertebrate herbivores have relatively

modest impacts on plant survival.

Most exotic plants are noninvasive resi-

dents of their new communities (23), and the

mean patterns shown in Figs. 1 and 2 could

hide important biotic signals if noninvasive

exotic plants were strongly suppressed by

native herbivores but invasive exotic plants

were not. Such a pattern could mean that the

enemy release hypothesis would be valid for

the small subset of species that become

aggressive invaders. We thus asked whether

herbivores had weaker impacts on plants

that were more widely listed as invasive

throughout the United States (8). However,

neither native nor exotic herbivores had

weaker effects on plants that were broadly

considered invasive across the United States

(Fig. 3). This pattern also held when we cat-

egorized plants as invasive even if they were

listed as noxious by only a single U.S. state

or natural resource agency (18). Thus, wheth-

er noxiousness was considered a continuous

or categorical variable, and whether we con-

sidered agricultural or natural area invaders,

noxious exotic plants were no less affected

by herbivores than were noninvasive exotic

plants.

Historically, exotic species were thought to

thrive by escaping their coevolved, specialist

enemies (4, 5), and little attention was paid to

the consequences of gaining evolutionarily nov-

el, generalist enemies in their new ranges.

Evolutionary logic, however, suggests that exotic

plants may be less adapted than native plants for

repelling native herbivores (10). In fact, native,

generalist herbivores preferentially attack exotic

over native plants in the laboratory (15) and

they suppress the abundance of exotic plants

in the field (Figs. 1 and 2A). Similarly, exotic

herbivores are novel enemies to native plants,

and exotic herbivores selectively suppress the

abundance of native plants in the field (Fig. 2B).

The evolutionary logic for exotic herbivores

suppressing native but not exotic plants makes

sense only if many of the exotic plants are from

the same home range and thus potentially

adapted to the exotic herbivore. This was the

case for our data set. Of the 41 exotic plant

species for which native ranges were known,

88% originated from the same region of the

same continent as the exotic herbivores used in

that study (18). Thus, by negatively affecting

evolutionarily naBve, native plants, exotic her-

bivores promoted the relative abundance and

species richness of coadapted exotic plants

from the same native range.

In recent centuries, weeds of European

descent have left a global legacy of European

ecological imperialism (24). Despite ample op-

portunity, comparatively fewer New World

species have managed to invade the Old World

(24, 25). For more than a century, naturalists

have been mystified by the Binvisible bar-

rierIpreventing passage Eastward though

allowing it Westward[ and by Bthis total want

of reciprocity in migration[ (24, p. 166). Our

analyses suggest that anthropogenic alteration

of herbivore communities has facilitated exotic

plant invasions. When Europeans initially col-

onized North and South America, Australia,

and New Zealand, they largely extirpated native

bison, elk, kangaroos, prairie dogs, moas, and

tortoises and replaced them with introduced

cattle, pigs, horses, sheep, goats, rabbits, and

other exotic herbivores from Eurasia (12, 24, 26).

Thus, a source of biotic resistance to plant in-

vasions (native herbivores, Figs. 1 and 2A) was

replaced with species that promote further

invasions (exotic herbivores, Figs. 1 and 2, B

and D). Consequently, exotic generalist her-

bivores decimated naBve, New World plants

and paved the way for invasions of Old World

plants that were adapted to these herbivores

(25, 27). Thus, exotic plants may thrive not by

escaping their native enemies, but by following

them. These findings have considerable impli-

cations for ecosystem conservation, suggesting

that eradication of exotic herbivores and res-

toration of native generalist herbivores could

mitigate exotic plant invasions and avoid prob-

lems associated with introductions of non-

native herbivores for biocontrol (28).
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A Major Ecosystem Shift
in the Northern Bering Sea
Jacqueline M. Grebmeier,1* James E. Overland,2 Sue E. Moore,3 Ed V. Farley,4

Eddy C. Carmack,5 Lee W. Cooper,1 Karen E. Frey,6 John H. Helle,4

Fiona A. McLaughlin,5 S. Lyn McNutt7

Until recently, northern Bering Sea ecosystems were characterized by extensive seasonal sea ice

cover, high water column and sediment carbon production, and tight pelagic-benthic coupling of

organic production. Here, we show that these ecosystems are shifting away from these

characteristics. Changes in biological communities are contemporaneous with shifts in regional

atmospheric and hydrographic forcing. In the past decade, geographic displacement of marine

mammal population distributions has coincided with a reduction of benthic prey populations, an

increase in pelagic fish, a reduction in sea ice, and an increase in air and ocean temperatures.

These changes now observed on the shallow shelf of the northern Bering Sea should be expected to

affect a much broader portion of the Pacific-influenced sector of the Arctic Ocean.

T
he northern Bering Sea, despite its sea-

sonal ice cover (Fig. 1A), supports some

of the highest benthic faunal biomass

densities in the world_s oceans (1, 2). Over most

of the Bering Sea shelf, zooplankton grazing

and microbial processing in the water column

have a small impact on pelagic retention, and

therefore a large fraction of usable carbon settles

to the benthos (3). However, in the southern

(subarctic) region of the Bering Sea, the resulting

benthic biomass is largely consumed by upper

trophic level demersal fish and epifaunal inver-

tebrates, whose northern distribution is limited

by the presence of near-freezing bottom temper-

atures (4, 5). The location of this temperature-

determined subarctic-Arctic boundary is thus

the primary agent determining ecosystem vari-

ability. In the absence of demersal fish and

predatory invertebrates, benthic-feeding sea-

birds and marine mammals become the pri-

mary consumers in the northern (Arctic) region

of the Bering Sea (6, 7).

A change from arctic to subarctic conditions

is under way in the northern Bering Sea, with

an attendant northward shift of the pelagic-

dominated marine ecosystem that was previ-

ously limited to the southeastern Bering Sea (8).

The ice-dominated, shallow ecosystem favoring

benthic communities and bottom-feeding sea

ducks, such as spectacled eiders (Somatera

fuscgeri), and marine mammals, including wal-

rus (Odobenus rosmarus) and gray whales

(Eschrichtius robustus), is being replaced by

one dominated more by pelagic fish. Such shifts

clearly affect both subsistence harvests and

commercial fisheries. Yupik hunters of St. Law-

rence Island, for example, have observed an

increase in warm winds in winter and the re-

placement of stable pan and pack ice with brash

and thin ice, changes that affect their ability to
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Fig. 1. (A) Location map (box indicates location of time-series biological sites) and average April sea
ice concentration (1 corresponds to 100%, and 0.1 corresponds to 10%) in the northern Bering Sea
from 2000 to 2004. Ice concentrations are based on microwave satellite instruments, Defense
Meteorological Satellites Program SSM/I (12, 16). (B) Monthly averaged surface air temperature
measured at Savoonga (63.68-N, 170.5-W) on St. Lawrence Island over the years 1997 to 2004. Note
the interannual variability in the timing of melt onset (È3 weeks) based on date air temperature rises
above 0-C (13).
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hunt and fish along with fundamental changes

in animal behavior (9).

A critical feature that affects benthic pred-

ators in the northern Bering Sea is a recurrent

subsurface cold pool (G0-C) extending south-

ward of St. Lawrence Island. This feature forms

as a result of ice formation in the winter and

subsequent trapping of this cold water in place as

sea ice melts and surface water warms in spring

and summer (10) (Fig. 2). Higher air tempera-

tures and lower winter ice cover, however, result

in a contraction of the summertime extent of the

cold pool and an associated increase in mean

seawater temperature (4). In the northern Bering

Sea, our measurements of temperatures within

the cold pool obtained over 12 years (1988 to

2005) suggest, after factoring out seasonal

variation, that bottom water temperatures are

increasing (Fig. 2, bottom, and tables S1 and

S2) (11, 12). This warming trend is compara-

ble to increases in atmosphere and ocean

temperatures that were observed in the south-

eastern Bering Sea after 1977, changes that led

to an ecosystem reorganization that favored

pelagic over benthic predators (8). Likewise,

data collected on St. Lawrence Island from

1997 to 2004 show an increase in air temper-

atures over time with the onset of ice melt

occurring earlier (È3 weeks) (Fig. 1B) (13).

These temperature trends directly affect the

ecosystem changes we report here.

Clement et al. (14) compared late winter sea

ice extent and duration in 1999 and in 2001 and

found that ice was thinner and retreated earlier

in 2001, which supports the Yupik observations

of declining ice conditions (9). The Clement et al.

study was an initial indication of what a recent

time-series sea ice data analysis showed to be a

continued decline from 2002 to the present for

Arctic sea ice in the western Amerasian Arctic

(15). Similarly, sea ice concentrations for the

northern Bering Sea in April, averaged for the

years 2000 to 2004 by using satellite-derived

passive microwave measurements, show ice con-

centrations below 0.7 (70%) in the region be-

tween the Alaska coastline and St. Lawrence

Island (Fig. 1A) (12, 16). These data support an

increasing trend in open water documented by

an analysis of the 24-year (1979 to 2002) satellite-

derived time series of ice cover in the Chirikov

Basin north of St. Lawrence Island (17). Thus,

satellite, field, and Yupik traditional ecological

observations support the conclusion that the

northern Bering Sea has had lower ice concen-

trations in the past decade, with declines similar

to those observed in the southeastern portion of

the Bering Sea (8).

Sediment oxygen uptake is an indicator of

carbon supply to the benthos, and time series

data from 1988 to 2004 collected in March to

September southwest of St. Lawrence Island

show a decline from È40 mmol O
2
mj2 dayj1

in 1988 to sustained values of È12 mmol O
2

mj2 dayj1 for 1998 to 2004 (Fig. 3A and table

S2) (5, 11, 18). Measurements of benthic stand-

ing stock show a decrease from about 40 g

C mj2 to 20 g C mj2 over the same time

period (Fig. 3B and table S2) (5, 11). In the past,

benthic trophic efficiencies in the northern Bering

Sea have been high (up to 50%) (19), reflecting

tight pelagic-benthic coupling, and therefore

support high benthic standing stocks (20). How-

ever, these data suggest that the prey base for

benthic-feeding gray whales, walrus, and sea

ducks is declining in the northern Bering Sea.

One possible explanation for this is that these

apex predators have exceeded the carrying capac-

ity for this system.An alternative hypothesis is that

ecosystem change and declining productivity are

reducing food supply to benthic prey, thus

affecting apex predators (3, 5, 21). A comparison

of surveys from 2002 with those from 1981 to

1985 shows that gray whales have responded by

relocating their primary foraging area northward,

from the Chirikov Basin adjacent to the north

shore of St. Lawrence Island to north of Bering

Strait (7). Additional evidence that gray whales

are traveling north and extending their residence

times in Arctic waters includes the surprising

detection of gray whale calls during an over-

winter (2003 and 2004) deployment of autono-

mous hydrophones near Barrow, Alaska (22).

These data come from the first ever deployment

of acoustic recorders mounted on moorings de-

ployed during the Western Arctic Shelf-Basin In-

teractions (SBI) global change project in 2003

and 2004 (22, 23). Local subsistence hunters in

Barrow, Alaska, continue to report more numer-

ous gray whales than in any time previously. Bi-

valve populations, used as prey items by diving

sea duck populations, including the threatened

spectacled eider, are also in decline (6, 21).

Native hunters have observed changes in

walrus behavior in response to changes in sea

Fig. 2. (Top) Seawater temper-
atures extending from the Aleutian
Islands, Alaska, in the south (left)
northward to Barrow, Alaska, on the
Arctic Ocean (right) in July 2001 on
the annual cruises of the Canadian
Coast Guard Ship Sir Wilfrid Laurier

(12) (table S1). The purple area is
the low temperature (G0-C), ice-
influenced cold pool region south
of St. Lawrence Island. (Bottom)
Time series of bottom water tem-
peratures (-C) in the cold pool

south of St. Lawrence Island occupied at different seasons from 1988 to 2005 (12) (table S2). The
yellow highlighted area indicates data collected in 2001 that corresponds to the top graph.

Fig. 3. Time series measurements (1988 to 2004)
of (A) total sediment oxygen uptake (mmol O

2

mj2 dayj1) and (B) benthic macrofaunal biomass
(g C mj2) at stations occupied southwest of St.
Lawrence Island in the northern Bering Sea over
four seasons (see small box in Fig. 1A for station
locations). Color coding indicates the seasonal
measurements: winter (March and April), spring
(May and June), summer (July and August), and
fall (September). Each point represents the mean
of two sediment cores (133 cm2) for sediment
oxygen uptake and four 0.1 m2 van Veen grabs
for the benthic macrofaunal biomass (12) (table
S2). Trend lines are drawn through the mean of
these station values for each year.
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ice cover (24). Walrus prefer broken ice floes,

and when the ice melts or moves away early

walrus go with it, taking them too far away to

hunt (25). Reduced sea ice in the late 1990s

caused walrus to swim farther between feeding

areas; when the ice retreated far to the north in

the Chukchi Sea, the animals suffered (24). Field

observations during the SBI field program in

2004 documented separated walrus pups coinci-

dent with unusually warm surface water being

advected northward into the Arctic Basin (water

temperature 9 10-C) (26).

Other examples of ecosystem change are

becoming evident. Fish population surveys of

the eastern Bering Sea shelf by the Alaska

Fisheries Science Center in late summer and

early fall from 2002 to 2004 found large num-

bers of juvenile pollock (Theragra chalcog-

ramma) in the northern Bering Sea just south

of St. Lawrence Island in 2004, possibly in

response to warm ocean temperatures. North-

ward range extensions of pelagic fish species

include major increases in the number of juvenile

pink salmon (Oncorhynchus gorbusha) in the

northern Bering Sea, which feed on pollock (27).

Local observations indicate that pink salmon are

now colonizing rivers that drain into the Arctic

Ocean north of Bering Strait (28).

A proximate cause for the shift in the cli-

mate of the Bering Sea is the decrease in the

strong positive phase of the Arctic Oscillation

(AO), beginning in 1996 (29), and the subse-

quent establishment of a multiyear period of

weaker northerly winds over the Pacific Arctic

(30). A positive AO (also referred to as a north-

ern annular mode) reflects an increase in the

strength of the polar vortex winds and a decrease

in sea-level pressure over the central Arctic. A

strong polar vortex generally acts as a barrier to

northward propagation of storms in the Pacific

sector. In contrast to the AO pattern, the com-

posite 1000-hPa geopotential height anomaly

field for March to May during 2000 to 2005

(Fig. 4A) (31) shows low height anomalies over

the Siberian Peninsula and high height anom-

alies over Alaska, with a strong gradient between

these centers. This structure corresponds to wind

reversals, including stronger southerly winds over

the northern Bering Sea, and thus to a weak-

ening of climatologically dominant northerly

wind regime. Each of the years individually is

similar to the composite, as are the height

anomaly fields in 1996 and 1997. Near-surface

air temperatures for 2000 to 2005 had warm

anomalies (È3-C) over eastern Siberia and the

northern Bering Sea (Fig. 4B) (31); direct

observations from coastal weather stations

show anomalies of the same magnitude. The

region of warm temperatures is associated with

minimum ice cover north of eastern Siberia in

these years (15), warming of permafrost (32),

as well as increases in the 1000- to 500-hPa

thickness field over the region. Although the

reason for the year-to-year persistence of the

weak northerly wind field over the northern

Bering Sea in spring is unknown and includes

influences from the atmospheric general circu-

lation, some of the multiyear persistence might

be associated with regional feedbacks from the

surface to the atmosphere from the loss in

Arctic sea ice in the marine environment (15)

and tundra on land (33, 34) over the past dec-

ade. Recent warming in the Arctic has allowed

shrubs and the treeline to move northward into

regions previously occupied by Arctic tundra

(33). As the terrestrial plant type changes,

warmer temperatures interact with the land,

resulting in more exposure to sunlight and a

loss of snow cover, which reduces the albedo

effect and provides a positive feedback for

continued land warming (34). Similarly, a loss

of sea ice reduces surface ocean reflectivity

and allows for surface ocean warming, which

acts as a positive feedback for continued sea

ice melt.

Although a shift back to cold climate condi-

tions is possible because of large climate vari-

ability in high latitudes, the northern Bering Sea

is part of a larger climate system (30) and thus

likely to follow global patterns of diminished

sea ice cover. It is difficult to envision rapid

removal of the heat already gained by the ocean

in recent years from diminished sea ice. These

observations support a continued trend toward

more subarctic ecosystem conditions in the

northern Bering Sea, which may have profound

impacts on Arctic marine mammal and diving

seabird populations as well as commercial and

subsistence fisheries.
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Structure and Mechanism of the
Lantibiotic Cyclase Involved
in Nisin Biosynthesis
Bo Li,1* John Paul J. Yu,3* Joseph S. Brunzelle,4 Gert N. Moll,5 Wilfred A. van der Donk,1,2†
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Nisin is a posttranslationally modified antimicrobial peptide that is widely used as a food

preservative. It contains five cyclic thioethers of varying sizes that are installed by a single enzyme,

NisC. Reported here are the in vitro reconstitution of the cyclization process and the x-ray crystal

structure of the NisC enzyme. The structure reveals similarities in fold and substrate activation with

mammalian farnesyl transferases, suggesting that human homologs of NisC posttranslationally

modify a cysteine of a protein substrate.

T
he accelerated appearance of pathogenic

bacteria that are resistant to the existing

battery of antibiotics is a growing global

health concern. This problem has prompted

efforts toward the development of effective

antibiotics with limited avenues for bacterial

drug resistance. Attractive candidates are com-

pounds with multiple modes of action, making

resistance more difficult to develop. One ex-

ample is nisin, a ribosomally synthesized and

posttranslationally modified antimicrobial pep-

tide that, despite worldwide use for decades

in the food industry, has not induced wide-

spread resistance (1). Nisin is highly effective

Eminimum inhibitory concentrations (MICs) on

nM scales^ against a range of Gram-positive

bacteria, including food-borne pathogens. It

exerts its biocidal activity through both pore

formation in the membrane and the disruption of

cell wall biosynthesis by binding to lipid II,

which is an essential intermediate in peptido-

glycan biogenesis (2, 3). The targeted affinity

for the bacterial cell wall increases the efficacy

of nisin by several orders of magnitude com-

pared with other pore-forming molecules, such

as the eukaryotic peptide magainin. In a third

independent biological activity, nisin inhibits

the outgrowth of bacterial spores (4). Although

the biosynthetic gene cluster of nisin was

sequenced in 1989 (5), to date, in vitro re-

constitution of its biosynthesis and that of

other class I lantibiotics has been unsuccessful.

Furthermore, no structural information is avail-

able to provide insights into the molecular

mechanism of biosynthesis. We present here

the in vitro enzymatic synthesis of nisin A and

the crystal structure of the cyclase enzyme that

introduces the characteristic thioether rings

that are essential for biological activity. The

bacterial enzyme bears structural similarities

with the b subunit of mammalian farnesyl

transferases, and it appears to use an unusual

integral protein module, similar in motif to Src

homology 2 (SH2) and Gyf domains, for

substrate binding.

Nisin contains five thioether cross-links

formed by the addition of cysteine residues to

dehydroalanine (Dha) and dehydrobutyrine

(Dhb) residues that originate from serine and

threonine, respectively (Fig. 1A). These thio-

ether structures are called lanthionines and

methyllanthionines and are found in lanti-

biotics, a group of posttranslationally modified

peptide antibiotics (6). The size of these rings

in nisin varies from four amino acids for the B,

D, and E rings to seven amino acids for the C

ring. The cyclase enzyme NisC is believed to

be responsible for the formation of all rings,

but its activity or that of its homologs has not

been demonstrated, and these proteins have no

sequence homology with any other functional-

ly characterized proteins in the Swiss-Prot

database.

We cloned nisC from Lactococcus lactis

EAmerican type culture collection (ATCC)

accession number 11454^ and developed a

high-level heterologous expression system in

Escherichia coli. The substrate was obtained

from an engineered L. lactis strain that secretes

dehydrated prenisin peptide (7, 8). This strain

contains a plasmid that harbors the nisA gene,

which codes for the precursor peptide (prepep-

tide); the nisB gene, which produces the

dehydratase that acts on the serine and threonine

residues; and the nisT gene, which encodes the

transporter that secretes the modified peptide

(6, 8). Cells were grown on minimal media,

and the secreted dehydrated prepeptide was

precipitated from the spent medium with

trichloroacetic acid and desalted. Analysis with

mass spectrometry and gel electrophoresis shows

the expected molecular mass (Fig. 1B) and an

estimated purity of 985%. Treatment of the

dehydrated prenisin with the thiol modifying

agent p-hydroxymercuribenzoic acid (PHMB)

(9) after reduction of any disulfides with

triscarboxyethyl phosphine (TCEP) demon-

strates the presence of five free thiols (Fig.

1C). This treatment indicates that nisin is not

present in this sample, because it would not

have free thiols and should remain unmodified:

No such peak is observed. Conversely, when

the dehydrated peptide was treated with NisC

followed by reduction with TCEP and reaction

with PHMB, the product mixture showed a

clear peak at 5715 daltons, which is associated

with a peptide that is devoid of free cysteines

as a result of five cyclizations (Fig. 1D). The

removal of the leader peptide was achieved by

treatment of the NisC product with substoi-

chiometric concentrations of trypsin, resulting

in a bioactive compound as shown by a clear

zone of inhibition when spotted on a lawn of

bacteria of the indicator strain L. lactis

NZ9000 (fig. S1). When either NisC or trypsin

treatment was omitted, no bioactivity was

observed, corroborating the conclusion from

Fig. 1, C and D, that cyclization is catalyzed

by NisC.

Mass spectrometric analysis of the product of

successive NisC and trypsin action showed the

expected peak for mature nisin (Fig. 1E). No

peaks were observed for proteolysis after Lys12
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and Lys22. Similarly, no proteolysis occurs after

these residues in dehydrated prenisin, presum-

ably because of the structure of the adjacent

posttranslationally modified amino acids. This

result allows the use of trypsin to selectively

remove the leader peptide from both cyclized

and uncyclized peptide. After cleavage of the

leader peptide from the dehydrated peptide,

NisC was unable to convert the dehydrated

peptide into a bioactive substance (fig. S1),

suggesting that the leader peptide fulfills a

recognition role for NisC binding. This finding

is consistent with published yeast two-hybrid

results (10). Furthermore, whereas the overall

conversion of lantibiotic prepeptides to the

mature products has been shown to require

adenosine triphosphate (ATP) (11, 12), this co-

factor is not essential for the cyclization reaction,

because bioactivity was observed regardless of

whether ATP was added to the enzyme assay.

Indeed, we observed no ATP binding domains

in the structure of NisC. SpaC, the cyclase en-

zyme from Bacillus subtilis involved in the

biosynthesis of subtilin, which is a lantibiotic

Fig. 1. The posttranslational maturation process of nisin. (A) The
prepeptide NisA is ribosomally synthesized, followed by dehydration of
Ser and Thr residues to provide dehydroalanine (Dha, red) and Z-
dehydrobutyrine (Dhb, blue) residues. NisC then catalyzes the conjugate
addition of Cys residues in a regio- and stereoselective manner to five of
the Dha and Dhb residues to generate five cyclic thioethers, one
lanthionine, and four methyllanthionines. The stereochemistry of the
cyclization introduces the D-configuration at the newly formed stereogenic
centers. After cyclization is complete, the leader peptide is proteolytically
removed by the protease NisP. The sequence of the leader peptide is
MSTKDFNLDLVSVSKKDSGASPR (35). Matrix-assisted laser desorption

ionization–time-of-flight (MALDI-TOF) mass spectra of (B) dehydrated
prenisin, m/z 5715 (M þ Hþ), where M is the compound’s mass and Hþ

is a proton, and (C) dehydrated prenisin treated with TCEP and PHMB. The
expected five adducts to the Cys residues (7) are observed, 6032 [M þ Hþ þ

320, 1 arylmercury adduct (HgAr)], 6353 (M þ Hþ þ 640, 2 HgAr), 6675
(M þ Hþ þ 960, 3 HgAr), 6997 (M þ Hþ þ 1280, 4 HgAr), and 7318 (M þ

Hþ þ 1600, 5 HgAr). (D) Dehydrated prenisin treated with NisC and
subsequently with TCEP and PHMB. The main peak no longer contains free
thiols: 5715 (M þ Hþ) (calculated 5715). (E) Dehydrated prenisin treated
with NisC and subsequently with trypsin. The observed peak corresponds to
mature nisin: calculated, 3354; found, 3355 (M þ Hþ).

Fig. 2. (A) A view
perpendicular to the
a,a barrel, showing the
disposition of the zinc
ion and the extended
domain. (B) View down
the spindle axis of the
toroid showing the rel-
ative positions of seven
sets of a helices. The
catalytic zinc ion is
located near the center
of the toroid adjacent
to the extended do-
main. The figures were
created with Ribbons
software (33).
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with 67% sequence identity with nisin (fig. S2),

also converted the dehydrated prenisin into nisin,

albeit less efficiently (fig. S1). SpaC and NisC

have only 31% sequence identity. These results

show that lantibiotic synthesis is modular, with

dehydration and cyclization occurring indepen-

dently, which is promising for protein engineer-

ing of either activity.

The crystal structure of NisCwas determined

bymultiple isomorphous replacementswith anom-

alous scattering, solvent flattening, and phase

combination (7). The structure of the native

enzyme has been refined to a resolution of 2.5 )

(R
free

0 24.2%; see table S1). A higher

resolution data set has also been collected from

crystals grown in the presence of lead acetate,

and this structure has been refined to 2.2 Å

(R
free

0 23.3%). The two structures are es-

sentially identical except for the presence of

residual lead ions in the latter structure. The

overall fold has a di-domain architecture

composed largely of a helices, with an

extended domain defined by a short stretch of

a helices and b sheets (Fig. 2A). The core

structure consists of 14 a helices folded into

two layers of a toroid (Fig. 2B). The inner layer

consists of seven helices (a2, a4, a6, a8, a10,

a12, and a14) that are arranged as a barrel.

Likewise, the outer layer consists of seven

helices (a1, a3, a5, a7, a9, a11, and a13) with

short loops interconnecting the two layers. The

extended domain adjacent to the a,a barrel is

composed of noncontiguous elements. The first

sheet-helix-sheet motif is an extension between

helices a7 and a8, and the second helix and

sheet are an extension between helices a9 and

a10. These extensions form a structure of three

twisted, antiparallel b strands flanked by two

short a helices (Fig. 2A) and are similar to

eukaryotic multiprotein interaction modules

such as the Gyf and SH2 domains (fig. S3).

However, there is no evidence that this region

has functional similarities to either Gyf or SH2

domains (7).

Despite the lack of any appreciable sequence

similarity, the a-toroidal core structure is

topologically similar to bacterial cellulases

(13, 14), endoglucanase (15), terpenoid cy-

clases (16–18), and the b subunit of protein

farnesyl transferase (19). Similarly to the structure

of farnesyl transferase, a single zinc ion is situated

at the top face of the a,a barrel in NisC (Fig. 2A).

The topology between the two zinc enzymes is

somewhat different, because the NisC toroid is

composed of seven sets of a helices, but the

farnesyl transferase b subunit contains six sets of

helices. In addition, the helices that constitute the

outer layer of the NisC barrel are longer than those

seen in farnesyl transferase, resulting in a tighter

stacking between the outer and inner cores.

The conserved protein residues Cys284,

Cys330, and His331 bind the zinc ion, consistent

with spectroscopic studies (20), with well-

defined electron density assigned to a water

molecule completing a tetrahedral coordination

geometry (Fig. 3A). This type of coordination is

reminiscent of other zinc proteins that catalyze

alkylations of thiol substrates such as the Ada

protein (21), vitamin B
12
–dependent Met syn-

thase (22), and B
12
-independent Met synthase

(23, 24). Although the ligand sets, structures,

and sequences of these proteins differ, they have

in common a net negative charge of the metal

site upon coordination of a thiolate substrate

(25). This mode of coordination activates the

thiolate for nucleophilic attack (26), which, in

the case of NisC, is intramolecular.

Two other residues that are conserved among

the LanC cyclases, His212 and Arg280, are

also located in the shallow bowl that is sand-

wiched between the top of the a-toroid core

Fig. 3. (A) Close-up of the Zn site with two different SIGMA-A (34) difference maps
superimposed upon the final refined coordinates. The first difference map is calculated with
phases from the final refined coordinates minus the zinc ion (cyan) and the zinc-bound
solvent molecule (salmon) and is contoured at 5s (blue) and 10s (red). The second
difference map, contoured at 4s (magenta) is calculated minus only the zinc-bound solvent
molecule. The distances from the metal to the Cys sulfur atoms are 2.24 Å (Cys284) and 2.29 Å
(Cys330), and to His331 (Nd1) and solvent ligand 2.09 Å and 2.05 Å, respectively, in good
agreement with extended x-ray absorption fine structure data (20). (B) Active site with the
toroid in cyan and the SH2-like extension in green. The B ring of nisin (residues 7 to 10) is
docked into the active site in the conformation observed in its NMR structure (27). The
thioether (orange) is ligated to the zinc. (C) Surface representation with the toroid core in
cyan, the SH2-like extension in green, and the modeled B ring occupying a shallow groove
at the interface.
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and the extended domain (Fig. 3, A and B).

These residues are likely involved in the

acid-base chemistry of the reaction, which

entails deprotonation of the Cys residue and

protonation of the enolate intermediate gener-

ated by conjugate addition to the b carbon of

Dha/Dhb (Fig. 4). Arg is not often found as an

active site general acid/base because of its high

pK
a
(where K

a
is the acid dissociation constant),

and its role may be to position and activate a

water molecule. The observed stereochemistry

resulting from Cys addition to Z-Dhb to

produce 2S,3S,6R-3-methyllanthionine requires

an anti-addition mechanism, consistent with the

location of His212 and Arg280. Modeling of the

B ring of nisin, which adopts a well-structured

b turn in the nuclear magnetic resonance

(NMR) structure of nisin (27), into the active

site with the thioether sulfur coordinated to the

metal places His212 and Arg280 on opposite

faces of the methyllanthionine ring (Fig. 3, B

and C).

In the cocrystal structures of farnesyltrans-

ferase bound to a farnesyl diphosphate (FPP) or

an FPP analog (28, 29), the isoprenoid is housed

within a deep hydrophobic cavity in the center

of the b subunit. At the analogous position,

NisC has a cavity that is shallower, because the

side chains of Leu210 and Trp283 pack to fill the

cavity adjacent to the zinc ion. The shallowness

of the cavity and its solvent exposure allows

NisC to generate thioether rings varying from

four to seven amino acids. The regioselectivity

of the cyclization is likely governed by pro-

cessive directionality (30). The structure sug-

gests a possible binding site for the leader

sequence of dehydrated prenisin. Residues to

one side of the zinc site of NisC define an

extensive binding groove lined with hydropho-

bic (Ile143, Leu262, Phe278, and Tyr285) as well

as charged residues (Glu144 and Asp260) and a

number of backbone carbonyls. The acidic

residues create a negatively charged channel

that may interact with the cationic leader pep-

tide containing three Lys and one Arg. One

side of this groove is created by the a-toroidal

base, whereas the extended region flanks the

other side.

The structure of NisC provides insights into

the LanC-like proteins (LANCL) found in a

wide range of organisms that do not produce

lantibiotics, such as Drosophila melanogaster,

Xenopus laevis, Arabidopsis thaliana (31), and

some mammals. These proteins have 20 to 25%

sequence identity with NisC, including the

conserved Zn ligands and the putative active

site base (fig. S4). They are also predicted to

contain the extended domain identified in NisC.

LANCL-1 is recruited to the Maurer_s cleft in

human erythrocytes during development of

Plasmodium falciparum and interacts with the

parasite protein PfSBP1 (32), but the physio-

logical function of the LANCL proteins is

currently unknown. On the basis of the struc-

tural similarity of NisC with farnesyl transfer-

ase and the conservation of the metal ligands

and peptide binding domain, the LANCL pro-

teins likely carry out the posttranslational

modification of a Cys residue of a currently

unknown substrate protein.
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Fig. 4. Proposed mech-
anism for the cyclization
reaction catalyzed by
NisC illustrated for the
formation of the B ring
of nisin. Upon binding
of the dehydrated pep-
tide, the sulfur of a Cys
residue targeted for cy-
clization displaces the
water from the Zn2þ

ion and is deprotonated
by an active site base or
water. Coordination of
cysteine to Zn in farnesyl
transferase lowers its
pK

a
to 6.4 (25); hence,

a protein-derived base is
not absolutely required.
Attack of the thiolate
onto the b carbon of
Dhb generates an eno-
late intermediate that is
protonated to provide
the D-configuration at
the a carbon. Because the stereochemistry of the addition is anti, the active site base that
deprotonates Cys must be different from the acid that protonates the enolate. Arg280 might activate a
water molecule or could fulfill a different role such as activation of the carbonyl of Dha/Dhb.
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Engineering Cooperativity in
Biomotor-Protein Assemblies
Michael R. Diehl,1*† Kechun Zhang,1 Heun Jin Lee,2 David A. Tirrell1

A biosynthetic approach was developed to control and probe cooperativity in multiunit biomotor

assemblies by linking molecular motors to artificial protein scaffolds. This approach provides

precise control over spatial and elastic coupling between motors. Cooperative interactions between

monomeric kinesin-1 motors attached to protein scaffolds enhance hydrolysis activity and

microtubule gliding velocity. However, these interactions are not influenced by changes in the

elastic properties of the scaffold, distinguishing multimotor transport from that powered by

unorganized monomeric motors. These results highlight the role of supramolecular architecture in

determining mechanisms of collective transport.

P
rotein cooperativity allows systems of bio-

motor assemblies to operate with greater

determinism and efficiency and often

provides physiological functionality that cannot

be achieved by single molecules (1–9). For ex-

ample, cooperation between RNA polymerase

molecules can result in increased rates of tran-

scription (2), and increased transport velocities

have been observed with groups of monomeric

kinesin motors (3, 4) and with multimotor as-

semblies comprising dimeric kinesins and dyneins

(5). In the latter case, assemblies traveled in

vivo with velocities up to 10 times as high as

those observed in vitro. This result implies the

presence of intermotor interactions in vivo that

are not reproduced in in vitro assays. Although

models of biomotor cooperativity (1, 6) can

explain generic aspects of multimotor transport

and predict new modes of transport such as

spontaneous oscillations (7–11), the molecular

details that give rise to these cooperative effects

remain elusive.

Many systems of motors are arranged in

highly organized and hierarchical architectures

in vivo (12, 13), but it is not clear how features

such as the mechanical compliance of motor-

motor linkages and intermotor spacing influ-

ence collective dynamics. Because the mecha-

nochemistry of biomotors is strongly dependent

on strain Eand hence on the mechanical cou-

pling between motors (14, 15)^, developing a

more complete picture of collective motility

requires a better understanding of the relations

between architecture and function in multi-

motor assemblies.

To investigate the influence of supramo-

lecular architecture on biomotor cooperativity,

we have engineered a model multimotor sys-

tem that allows us to precisely regulate in-

termotor coupling. We have synthesized a

series of modular polymeric scaffolds (Fig. 1)

in which molecular properties such as length,

sequence, and secondary structure are speci-

fied by artificial genes that encode alternating

rigid and elastic protein motifs (16). The rigid

block is comprised of strongly associated

acidic and basic leucine zipper domains that

anchor motor proteins at specific distances

along the polymer backbone. Based on amino

acid sequences developed by Vinson et al.

(17), these zippers form strong heterodimeric

complexes (K
D
È 10j15 M) and much weak-

er homodimers (K
D
È 10j6 to 10j3 M). The

artificial protein scaffolds incorporate the

basic zipper (Z
R
) into the polymer backbone,

whereas the complementary acidic zipper (Z
E
)

is fused to the C terminus of a truncated

kinesin-1 motor (designated K350-Z
E
). The

flexible polymer block is derived from the

elastomeric poly(VPGV
a
G) structural motif of

the protein elastin (EL) and confers well-

characterized mechanical compliance on the

assembly (18–20). Every fifth a-valine (V
a
)

residue is replaced by a phenylalanine (F)

residue in the EL sequence used here, yielding

the designation ELF. This substitution provides

a means to control the thermoresponsive

behavior of the polymers, as discussed in more

detail below. Variation in the number of di-

block repeats in the polymer provides discrete

control over the number of coupled motors,

which in the present series of experiments

ranges from one to three. The C terminus of

each scaffold is labeled with biotin to allow the

motor assemblies to be tethered to streptavidin-

coated surfaces.

The monomeric kinesin-1 construct contains

a Z
E
-fusion to the motor_s catalytic domain and

neck linker. Monomeric truncations of kinesin-1

that contain the neck linker are nonprocessive

1Division of Chemistry and Chemical Engineering, Califor-

nia Institute of Technology, Pasadena, CA 91125, USA.
2Department of Applied Physics, California Institute of

Technology, Pasadena, CA 91125, USA.

*Present address: Department of Bioengineering and
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Fig. 1. Engineered multimotor assem-
blies. (A) Schematic representation of
the synthesis of the engineered multi-
motor assemblies. As a complex, the
zippers (Z

E
and Z

R
) form a rigid linker

approximately 6.5-nm long (assuming
6.3 heptad repeats in a zipper and
1.03 nm per heptad) (31). The length
of the flexible ELF block can be ap-
proximated by assuming a b-spiral
conformation. In this conformational
state, elastin proteins possess a spiral
pitch of 1 nm, where each turn con-
tains three VPGV

a
G pentapeptide

units. Repeating this ELF motif,
(VPGVG)

2
VPGFG(VPGVG)

2
, five times

gives a length of 8 nm for the ELF
5

domain. Considering that four amino
acids (KASK) form linkers between
adjacent Z

R
-ELF

5
diblock units, the

total intermotor spacing set by the
polymer is approximately 16 nm when bound to a microtubule (shown in
red). (B) Matrix-assisted laser desorption/ionization mass spectra of polymer
scaffolds containing one, two, and three repeats of the Z

R
-ELF

5
diblock. The

splitting of the main peaks (Mþ) is due to a 525-Da shift in mass that arises
from biotin functionalization at the C-terminal cysteine positions of the
polymers. A tris-tricine gel of all three polymers is shown in the inset.
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and maintain plus-end directionality (21). As a

result, the motions of individual K350-Z
E
mo-

tors along microtubules can be described by

Brownian diffusion models (22, 23). When an-

chored to the Z
R
blocks of the artificial protein

scaffolds (Z
R
-ELF

5
)
n
, motors are separated by

approximately 16 nm, or two microtubule lat-

tice sites (Fig. 1).

To examine the consequences of clustering

multiple motors, we measured the microtubule-

stimulated adenosine triphosphatase (ATPase)

rates of the polymer-motor complexes (Fig.

2A). Motor assemblies were preformed in solu-

tion by incubating the (Z
R
-ELF

5
)
n
polymers

and K350-Z
E
motors (16, 24). When assembled

on dimeric (Z
R
-ELF

5
)
2
and trimeric (Z

R
-ELF

5
)
3

scaffolds, the K350-Z
E
motors exhibit roughly

a 60% increase in the maximum microtubule-

stimulated ATPase rate (k
cat
) accompanied by

a decrease by a factor of 2.6 to 3.1 in the

Michaelis-Menten constant (K
0.5MT

) when

compared with complexes formed on mono-

meric (Z
R
-ELF

5
) scaffolds (Fig. 2). Similar

results were obtained by using either micro-

tubule affinity–purified or Ni-NTA (nickel

nitrilotriacetic acid)–purified K350-Z
E

motors

(Table 1).

Whereas the apparent bimolecular reaction

rate (k
cat
/K

0.5MT
) of the monomeric motor com-

plex falls within values predicted for diffusion-

limited reactions (20 to 30 mMj1 sj1) (25), the

dimeric and trimeric complexes exhibit an in-

crease by a factor of 4 or more in k
cat
/K

0.5MT
.

This result suggests that the multiprotein com-

plexes are processive. However, k
cat
/K

0.5MT

values are smaller than those of native kinesin

(Q1000 mMj1 sj1) (26), implying (as expected)

a distinct transport mechanism.

In microtubule gliding assays (16), micro-

tubule velocities of two- and three-headed multi-

motors are about twice that of the monomer

constructs (Fig. 2B). In these experiments, poly-

mer and motor concentrations were chosen to

ensure that the coverslip surface was saturated

with motor assemblies. In each case, micro-

tubules exhibited smooth gliding motions across

the surface. Thus, microtubule gliding is oc-

curring in a regime where transport is charac-

terized bymultiprotein suppression of individual

motor fluctuations and is independent of the

number of motors involved in motility (6, 27).

As a result, multimotor complexes must use an

additional mechanism that enhances the velocity-

determining step of the K350-Z
E
motors. This

mechanism should be linked to the enhanced

ATPase activity observed in solution phase

experiments and is likely the result of specific

motor-motor coupling that occurs when several

motors are anchored along a single polymer

chain. Interestingly, trimeric multimotor com-

plexes produced gliding velocities similar to

those of dimeric assemblies.

Insight into the nature of the intermotor

coupling in the multimotor assemblies can be

gained by tuning the elastic properties of the

scaffold_s ELF motif. Elastin-like polypeptides

(ELPs) undergo a phase transition in which

hydrophobic folding of the chain drives a con-

densation process, forming a denser viscoelastic

phase when the temperature is raised above the

lower critical solution temperature (LCST) of

the protein (18). Single-molecule atomic force

micoscopy pulling experiments demonstrate that

the LCST transition results in a decrease in

polymer length (28).

In concentrated polymer solutions, the con-

densation of ELPs can be monitored by mea-

suring changes in turbidity with temperature

(Fig. 3A). The transition temperature of the

polymers increases with decreasing polymer

length (29). In temperature-dependent micro-

tubule gliding assays (Fig. 3B) (16), elastin

condensation results in a decreased microtubule

velocity. Similar behavior is observed when a

stoichometric excess of the (Z
R
-ELF

5
)
2
poly-

mer is used to produce longer monomeric

motors. In each case, the microtubule gliding

velocity increases with increasing temperature

in accordance with a standard Arrhenius-like

temperature dependence above and below the

transition. However, the condensation of the

ELF units is accompanied by a decrease in

the slope, yielding 20 to 30% lower activation

barriers above the LCST (Table 1).

The attenuation of microtubule velocity

upon condensation of the ELF domains when

transport is powered by monomeric complexes

can be explained by previous models of co-

operating motors. These models predict en-

hancements of multimotor efficiency, velocity,

and force generation when motor anchorages

are stiff (1, 3). The observed decreases in both

the velocities and activation barriers of micro-
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Fig. 2. Enhancement of ATPase activity and motility when multiple K350-Z
E
motors are coupled to (Z

R
-

ELF
5
)
n
polymer scaffolds. (A) Microtubule-dependent ATPase activity of [K350-Z

E
]
n
/(Z

R
-ELF

5
)
n
assemblies.

The multimotor assemblies, [K350-Z
E
]
2
/(Z

R
-ELF

5
)
2
and [K350-Z

E
]
3
/(Z

R
-ELF

5
)
3
, exhibit a 52% to 67%

increase in the maximum ATPase rate (k
cat
) compared with [K350-Z

E
]/(Z

R
-ELF

5
). The lines are Michaelis-

Menten fits yielding K
0.5MT

(0.62 T 0.20; 0.08 T 0.01; 0.14 T 0.20) and k
cat

(13.7 T 1.0; 21.7 T 0.8;
21.4 T 0.7) values for the monomer, dimer, and trimer complexes, respectively. (B) Velocity histograms
for microtubules gliding over films prepared using preassembled motor/polymer complexes at 17-C for
monomeric (top), dimeric (middle), and trimeric (bottom) complexes.

Table 1. Summary of kinetics and temperature-dependent gliding assays.

Assembly

MT Affinity-purified K350-Z
E

Ni-NTA purified K350-Z
E

K
0.5MT

*

(mM)

k
cat
*

(s–1)

k
cat
/K

0.5MT
*

(mM–1 s–1)

V†

(nm s–1)

DE (T G TC)

(kJ mol–1)

DE (T 9 TC)

(kJ mol–1)

[K350-Z
E
]/(Z

R
-ELF

5
) 0.75 T 0.30 15.4 T 2.3 20 29 T 22 150 105

[K350-Z
E
]/(Z

R
-ELF

5
)
2
‡ — — — — 163 133

[K350-Z
E
]
2
/(Z

R
-ELF

5
)
2

0.29 T 0.08 23.4 T 1.7 81 61 T 22 ———–58————

[K350-Z
E
]
3
/(Z

R
-ELF

5
)
3

0.24 T 0.04 25.7 T 0.9 104 76 T 27 ———–69————

*Measured at 20-C †MT gliding at 17-C ‡Monomeric complex using dimeric polymer
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tubule transport are consistent with these

theories if the simultaneous decrease in ELF

length and stiffening of the mechanical

linkage to the cover slip are taken into ac-

count. In microtubule gliding assays, the de-

crease in polymer length influences transport

by producing a monomeric motor with a shorter

Blever arm[ and, consequently, a smaller work-

ing stroke.

Multimotor assemblies consisting of fully

functionalized dimeric EK350Z
E
^
2
/(Z

R
-ELF

5
)
2

and trimeric EK350-Z
E
^
3
/(Z

R
-ELF

5
)
3
complexes

exhibit simple Arrhenius-like temperature de-

pendence throughout the ELF phase transition

region (Fig. 3C). The activation barriers ob-

tained from these measurements are substan-

tially lower than those of the monomeric motor

assemblies (Table 1). Here, the insensitivity of

multimotor transport to ELF condensation

suggests a mechanism that relies on processes

distinct from those that dominate transport

driven by teams of unorganized monomeric

complexes. One explanation for the difference

is that mechanochemical coupling between

neighboring motors is enhanced by the

stiffening of the ELF linkages, compensating

for a decrease in motor working distance.

However, this possibility requires that these

two competing factors are in near-perfect

balance for both dimeric and trimeric assem-

blies. Alternatively, the velocity determining

step of multimotor transport may not be de-

pendent on the motions of lever arms that

contain the ELF linkers as structural elements.

Instead, engineered assemblies may use a multi-

step mechanism that is rate-limited by other

mechanical processes, such as motions where

the motor_s neck linkers alone serve as lever

arms or a diffusive search by a motor domain for

its next binding site.

Although models involving diffusion-to-

capture processes and/or conformational changes

in neck linkers have been used to describe the

stepping mechanics of kinesins (30), the results

reported here indicate that the artificial proteins

provide a structural framework that allows

motors to push and pull on one another to

enhance activity. Such cooperative interactions

should lead to Binchworm-like[ stepping

motions that are influenced by weak mechano-

chemical coupling and, possibly, by coor-

dinated displacements along the microtubule.

The mechanism of movement should be

influenced by architectural features of the as-

sembly, including the large intermotor distance,

the flexibility of the ELF linkages, the ability of

an assembly to bind multiple microtubule sites,

and the asymmetric anchoring to the surface at

one end of the scaffold. These features create a

structural framework where motors are attached

to the microtubule and to the surface through

different mechanical linkages and where strain

is unequally distributed across the motors in an

assembly. These factors should constrain the

mechanism of multimotor transport by de-

termining the local reference frame for the

displacement of a motor within an assembly

and should influence cooperative interactions

by tuning both the strain-dependent detachment

of, and the mechanochemical coupling be-

tween, neighboring motors. Although further

experiments to investigate the details of multi-

motor transport are underway, the results

described here clearly demonstrate that con-

trolling the supramolecular architecture of

multimotor assemblies provides a means to re-

configure mechanisms of collective biomotor

transport.
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Progressive Disruption of Cellular
Protein Folding in Models of
Polyglutamine Diseases
Tali Gidalevitz,* Anat Ben-Zvi,* Kim H. Ho, Heather R. Brignull, Richard I. Morimoto†

Numerous human diseases are associated with the chronic expression of misfolded and

aggregation-prone proteins. The expansion of polyglutamine residues in unrelated proteins is

associated with the early onset of neurodegenerative disease. To understand how the presence of

misfolded proteins leads to cellular dysfunction, we employed Caenorhabditis elegans polygluta-

mine aggregation models. Here, we find that polyglutamine expansions disrupted the global

balance of protein folding quality control, resulting in the loss of function of diverse metastable

proteins with destabilizing temperature-sensitive mutations. In turn, these proteins, although

innocuous under normal physiological conditions, enhanced the aggregation of polyglutamine

proteins. Thus, weak folding mutations throughout the genome can function as modifiers of

polyglutamine phenotypes and toxicity.

A
lthough many results from in vitro

and in vivo models that express mu-

tant Huntingtin, a-synuclein, tau, super-

oxide dismutase-1, amyloid-b peptide, or prion

proteins are consistent with the proposal that

non-native species can form toxic folding in-

termediates, oligomers, and aggregates (1–5),

distinct mechanisms for toxicity have been

proposed for each. These mechanisms range

from specific protein-protein interactions to

disruption of various cellular processes, in-

cluding transcription (6, 7), protein folding

(8, 9), protein clearance (10–13), energy metab-

olism (14), activation of apoptotic pathways

(15), and others. This has led us to consider

how the expression of a single aggregation-

prone protein could have such pleiotropic

effects and whether a more general mech-

anism could explain the many common

features of protein conformation diseases.

Moreover, because each cell and tissue con-

tains various metastable polymorphic pro-

teins (16), could the chronic expression of an

aggregation-prone protein have global con-

sequences on homeostasis and thus affect

folding or stability of proteins that harbor

folding defects?

To test this hypothesis, we took a genetic

approach using diverse Caenorhabditis elegans

temperature-sensitive (ts) mutations to examine

whether the functionality of the respective

protein at the permissive condition was affected

by expression of aggregation-prone polyglu-

tamine (polyQ) expansions. Because many ts

mutant proteins are highly dependent on the

cellular folding environment (17–19), they

represent highly sensitive indicators of a dis-

ruption in protein homeostasis. We employed

transgenicC. elegans lines expressing different-

length polyQ-YFP (yellow fluorescent protein)

or CFP (cyan fluorescent protein) from in-

tegrated arrays in muscle (polyQm) (20, 21) or

neuronal (polyQn) (22) cells. Both models

show polyQ-length–dependent aggregation and

toxicity.

Animals expressing ts mutant UNC-15 (C.

elegans homolog of a muscle paramyosin) were

crossed to C. elegans polyQm strains, and phe-

notypes at permissive and restrictive conditions

were examined in double homozygotes. At the

restrictive temperature, this ts mutation dis-

rupts thick filament formation and leads to

embryonic and early larval lethality and slow

movement in adults (23). Expression of polyQ

proteins alone in a wild-type background did

not result in these embryonic and larval phe-

notypes. In contrast, more than 40% of embryos

coexpressing mutant paramyosin and Q40m

Eparamyosin(ts)þQ40m^ failed to hatch or
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move at the permissive temperature (Fig. 1, A

and C). This effect was polyQ-length–dependent,

because coexpression of Q35m or Q24m with

paramyosin(ts) resulted in 27% or 5% un-

hatched embryos, respectively (Fig. 1C). The mor-

phology of affected paramyosin(ts)þQ40m

and paramyosin(ts)þQ35m embryos at 15-C

(Fig. 1A) was similar to paramyosin(ts) at

25-C (Fig. 1B). Examination of muscle struc-

ture in paramyosin(ts)þQ40m embryos at

15-C revealed a disrupted pattern of actin stain-

ing, similar to the pattern in paramyosin(ts)

embryos at 25-C but not at 15-C (fig. S1) or

in wild-type animals (24). Thus, expression of

an aggregation-prone polyQ protein is suffi-

cient to cause a paramyosin ts mutation to

exhibit its mutant phenotype at the permissive

condition.

We next addressed whether this effect of

polyQ expansions extended to neuronal cells,

which are often affected in conformational dis-

eases. Animals expressing a ts mutation in the

neuronal protein dynamin-1 Edynamin(ts) ani-

mals^ become paralyzed at the restrictive

temperature (28-C) but have normal motility

at the permissive temperature (20-C) (25). Pan-

neuronal expression of Q40 in dynamin(ts)

animals resulted in severe impairment of mo-

bility (Fig. 1D) at the permissive temperature.

No phenotypes were observed in animals co-

expressing the nonaggregating Q19n. Thus,

expression of polyglutamine expansions pheno-

copies temperature-sensitive mutations in mus-

cle and neuronal cells at permissive conditions,

and this genetic interaction reflects the aggre-

gation propensity of polyQ expansions.

To ask whether these observations were

applicable to other ts mutations, we tested the

genetic interaction of Q40m and Q24m proteins

with a wide range of characterized ts mutations

(Table 1). Strains expressing ts mutant proteins

UNC-54, UNC-52, LET-60 (C. elegans homo-

logs of myosin, perlecan, and ras-1, respectively),

or UNC-45 together with Q24m or Q40m were

scored for specific ts phenotypes (26) at the per-

missive temperature. For all lines generated, the

ts mutant phenotype was exposed at permissive

conditions in the presence of the aggregation-

prone Q40m but not by nonaggregating Q24m

(Table 1). Thus, the chronic expression of an

aggregation-prone polyQ protein interferes with

the function of multiple structurally and func-

tionally unrelated proteins.

To test whether interaction between polyQ

expansions and ts mutant proteins was cell au-

tonomous, we took advantage of tissue-specific

phenotypes caused by expression of ras(ts)

protein at the restrictive temperature: an em-

bryonic lethality/larval development phenotype

(Let/Lva), a defect in osmoregulation (Osm)

likely reflecting neuronal dysfunction, and a

multivulva phenotype (Muv) resulting from

dysfunction in the hypodermis (27). We scored

these phenotypes upon expression of polyQ in

neuronal or muscle cells. PolyQ expansions in

neurons led to exposure of the Osm phenotype

in ras(ts) animals at the permissive temperature

but had no effect on the Let/Lva phenotype

(Fig. 1E). Conversely, heterozygous expression

of Q40m in muscle cells of ras(ts) animals

caused 48% penetrance of Let/Lva phenotype

but did not expose the neuronal Osm phenotype

(Fig. 1E). Double homozygous ras(ts)þQ40m

animals could not be scored, as they did not

reach mature adulthood (Table 1) (26). Neither

neuronal nor muscle cell expression of polyQ

expansions caused the hypodermal Muv phe-

notype (24). A similar control was performed

with paramyosin(ts), which was not affected

by polyQ expansions in neurons (Q67n) (24).

Likewise, polyQ expansions did not affect Unc

phenotypes that did not involve ts proteins

(caused either by RNAi or gene deletion) (24).

Fig. 1. Aggregation-prone proteins expose temperature-sensitive phenotypes of paramyosin(ts) (A
to C, and F), dynamin(ts) (D), and ras(ts) (E) mutants at permissive temperatures. (A) Differential
interference contrast (DIC) and fluorescent images of age-synchronized 3-fold embryos at 15-C.
Fluorescence shows expression of polyQm (muscle)-YFP proteins (Q0m, Q24m, Q35m, and Q40m)
from the unc-54 promoter. Arrows indicate embryos with abnormal body shape. (B) DIC images of
age-synchronized 3-fold paramyosin(ts) embryos at indicated temperatures. Arrows as in (A). (C)
Percentage of unhatched embryos and paralyzed L1 larvae. Data are the mean T SD, Q380 embryos
per data point. (D) Percentage of uncoordinated age-synchronized young adult animals. Expression
of polyQn (neuronal)-YFP proteins (Q19n, Q40n) is from the F25B3.3 promoter. Data are the mean
T SD, Q80 animals per data point. (E) Percentage of animals exhibiting either Osm (black) or the
combined Let/Lva (gray) phenotypes. Expression of Q67n is from the F25B3.3 promoter. Data are the
mean T SD, Q70 synchronized adults for Osm and Q270 embryos for Let/Lva. ras(ts)þQ40m denotes
ras(ts) animals heterozygous for Q40m. (F) Synergistic effect of elevated temperature and polyQ
expansions on paramyosin(ts). Percentage of unhatched embryos and paralyzed L1 larvae for
paramyosin(ts) (gray) and paramyosin(ts)þQ35m (black) at indicated temperatures. Data are the
mean T SD, Q300 embryos for each data point.
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Thus, the effect of polyQ expansions on mutant

ts proteins reflects specific genetic interactions

within the same cell type and does not result

from decreased fitness of the organism.

To understand the nature of this interaction,

we examined the localization of paramyosin(ts)

protein coexpressed with Q40m. The L799F mu-

tation affects coiled-coil interactions in para-

myosin and at restrictive temperature results in

mislocalization to paracrystalline assemblies

instead of muscle sarcomeres (Fig. 2A) (23).

Paramyosin(ts) protein coexpressed with Q40m

at permissive conditions assembled into ab-

normal paracrystalline structures, distinct from

the Q40m aggregates (Fig. 2B), and exhibited

altered protease sensitivity (Fig. 2C). Thus, ex-

pression of Q40m uncovers the protein fold-

ing defect in paramyosin(ts) mutant. In view

of this, the differential penetrance of ts pheno-

types (Table 1) may reflect the sensitivity of

each ts mutation to disruption of the folding

environment.

Aggregation-prone proteins may thus exert

their destabilizing effects by placing a stress on

the folding capacity of the cell. If so, the elevated

temperature and the presence of aggregation-

prone protein may synergize in their destabiliz-

ing effects on ts mutants. Expression of an

intermediate length (Q35m) expansion shifted

the temperature at which paramyosin(ts) was

fully inactivated (Fig. 1F). Next, we asked wheth-

er the difference in penetrance from 48% to

100% Let/Lva phenotype of ras(ts) animals

in the heterozygous and homozygous Q40m

backgrounds (Table 1 and Fig. 1E) could be ex-

plained by differences in aggregation of Q40m.

HeterozygousQ40manimals consistently showed

later onset of aggregation and lower numbers of

aggregates than homozygous animals (Fig. 3, A,

B, and E). If the levels of polyQ affect the

folding of the ts protein, does the misfolding of

the ts protein, in turn, intensify misfolding of

polyQ? Q40m aggregation in paramyosin(ts) and

ras(ts) backgrounds was enhanced dramatically

(Fig. 3, C to E). In contrast, loss of function

mutations not associated with expression of ts

proteins (for example in paramyosin or perlecan)

did not enhance aggregation (24). From a genetic

perspective, temperature-sensitive mutations in

proteins unrelated to cellular folding or clearance

pathways behaved as modifiers of polyQ aggre-

gation. Thus, a positive feedback mechanism

exists to enhance the disruption of cellular

folding homeostasis.

The appearance of misfolded protein in the

cell normally activates a stress response that in-

creases protein refolding and turnover and thus

rebalances the folding environment (28, 29). In

contrast, our results point to the unexpected

sensitivity of cellular folding homeostasis to the

chronic expression of misfolded proteins under

physiological conditions. It is possible that the

low flux of misfolded protein in conformational

diseases may alone lack the capacity to activate

the homeostatic stress response. This suggests

that the stress response fails to compensate for

the chronic expression of misfolded proteins in

human disease.

One potential interpretation of our results is

that the protein folding capacity of the cell,

integrated at a systems level, is a reflection of

expressed protein polymorphisms and random

mutations (16), which in themselves do not lead

to disease because of the balance achieved by

folding and clearance mechanisms. However,

these proteins may misfold and in turn con-

tribute to the progressive disruption of the fold-

ing environment when this balance becomes

overwhelmed, e.g., by the expression of an

aggregation-prone protein in conformational dis-

eases. Our data identify the presence of mar-

Table 1. PolyQ expansions affect the functionality of unrelated ts mutant proteins. Specific phenotype of each ts mutation alone or in polyQm background
was scored at indicated temperatures (26). Data are the mean T SD for at least the indicated number (n) of animals for each phenotype scored. *See (26).

Proteins expressed TS allele Phenotype scored (n value)

Animals displaying phenotype (%)

15-C 25-C
15-C

Q24 Q40

PolyQm – Slow movement (n 9 300) 6.0 T 5.3 4.6 T 4.2

myosin(ts) e1301 5.6 T 2.6 84.7 T 13.5

myosin(ts)þQm e1301 11.2 T 6.7 51.9 T 19.3

myosin(ts) e1157 5 T 4 98.7 T 1.4

myosin(ts)þQm e1157 5.9 T 1.5 55 T 6

PolyQm – Abnormal body shape 0 0

perlecan(ts) su250 (stiff paralysis) (n 9 100) 1 T 1.2 97.6 T 2.2

perlecan(ts)þQm su250 0.8 T 1.1 48.4 T 6.5

PolyQm – Egg-laying defect (n 9 85) 0 0

UNC-45(ts) e286 8.4 T 2.1 93.8 T 4.9

UNC-45(ts)þQm e286 5.1 T 7.3 87.7 T 8.1

PolyQm – Embryonic lethality þ larval 1 T 0.15 7.9 T 1.8

ras(ts) ga89 development arrest (n 9 270) 5.6 T 3.4 95.2 T 4.3

ras(ts)þQm ga89 13.3 T 3 100*

Fig. 2. PolyQ expansions affect the folding
of a ts mutant of paramyosin. (A and B)
Confocal images of antiparamyosin immu-
nostained (red) body-wall muscle cells of syn-
chronized young adults expressing indicated
proteins. Arrows, normal muscle sarcomeres;
arrowheads, abnormal paramyosin(ts) assem-
blies. Green color is Q40m-YFP. Scale bar is
10 mm. (C) Differential sensitivity of para-
myosin(ts) protein to endogenous proteases
(lane 1) and chymotrypsin (lane 2).
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ginally stable or folding-defective proteins in the

genetic background of conformational diseases

as potent extrinsic factors that modify aggrega-

tion and toxicity. Given the prevalence of poly-

morphisms in the human genome (30), they

could contribute to variability of disease onset

and progression (31). This interpretation also

provides a mechanistic basis to the notion that

the late onset of protein misfolding diseases may

be due to gradual accumulation of damaged pro-

teins (32), resulting in a compromise in folding

capacity. Indeed, in a screen for regulators of

polyQ aggregation in C. elegans, we identified

nearly 200 genes whose diverse functions have

the potential to affect protein homeostasis (21).

Cellular degeneration in diseases of protein

conformation is unlikely to be due to a single

defect. Thus, the many toxic effects on various

cellular processes attributed to misfolded pro-

teins (6–15) could in fact be an integral part of

the global disruption of protein homeostasis

identified in this work.
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The Global Impact of Scaling Up
HIV/AIDS Prevention Programs in
Low- and Middle-Income Countries
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A strong, global commitment to expanded prevention programs targeted at sexual transmission

and transmission among injecting drug users, started now, could avert 28 million new HIV

infections between 2005 and 2015. This figure is more than half of the new infections that

might otherwise occur during that period in 125 low- and middle-income countries. Although

preventing these new infections would require investing about U.S.$122 billion over this period,

it would reduce future needs for treatment and care. Our analysis suggests that it will cost about

U.S.$3900 to prevent each new infection, but that this will produce a savings of U.S.$4700 in

forgone treatment and care costs. Thus, greater spending on prevention now would not only

prevent more than half the new infections that would occur from 2005 to 2015 but would

actually produce a net financial saving as future costs for treatment and care are averted.

M
uch has changed in the global re-

sponse to the AIDS epidemic since

the late 1990s. Access to treatment

and care in the developing world was limited

by costs, by the complexity of early treatment

regimens, and by a perceived lack of capacity

to implement treatment programs even if drug

costs were greatly reduced. The pioneering

work of Brazil in providing broad access to

antiretroviral therapy proved that, with political

Fig. 3. Progressive disruption of cellular folding capacity by misfolded proteins. (A to D) Fluorescent
images of representative L2 larvae at the permissive temperature of heterozygous (A) or homozygous
(B) Q40m, ras(ts)þQ40m (C), and paramyosin(ts)þQ40m (D) strains. (E) Number of visible aggregates
in L2 larvae expressing indicated proteins. ras(ts)þQ40m in (C) and (E) denotes the fluorescent progeny
of an F2 ras(ts) animal expressing Q40m; these progeny could be either homozygous or heterozygous
for Q40m.
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will, middle-income countries could overcome

these limitations (1). In 2001 when govern-

ments convened a special session of the United

Nations General Assembly, they adopted a new

set of commitments on AIDS that included

access to effective care and treatment. In prep-

aration for the special session, estimates were

made of the resources required for an expanded

response to the epidemic, including costs for

core prevention and care and treatment activ-

ities (2). The impact of these interventions, at

the anticipated costs, on the number of new

adult infections was estimated subsequently (3).

In response, significant financial resources have

been mobilized by both donors and the affected

governments and communities (4). A recent

analysis has explored the interactions of pre-

vention and treatment and care in sub-Saharan

Africa (5), and an update and extension of the

UNAIDS resource needs estimates was com-

pleted in 2005 (4). Increases in funding have

produced expansions in prevention services

and treatment and care services, but much of

the recent advocacy and press attention has

focused specifically on the need for antiret-

roviral therapy. Others have argued that, in the

absence of curative therapy, effective preven-

tion is the best way to prevent the premature

death of the millions of people being infected

with HIV each year (6). Here, we estimate the

global net cost of prevention activities in the

context of the new global commitment to

provide care and treatment for adults and

children.

We estimate the costs of an expanded pre-

vention program, including 15 specific inter-

ventions, in 125 low- and middle-income

countries, calculate the impact in terms of

infections averted, and estimate the gross and

net cost per infection averted during 2005–2015.

Briefly, the total resource needs and cor-

responding targets for scaling up a range of

prevention interventions targeting sexual trans-

mission and transmission among injecting drug

users are based on the resource needs estimates

prepared by the Joint United Nations Pro-

gramme on HIV/AIDS (UNAIDS) during 2005

(4). To calculate averted infections, we first

project HIV prevalence in each country under

current prevention efforts based on country-

specific models used by UNAIDS and the

World Health Organization (WHO) to develop

estimates for 2005. Treatment scale-up is added

to these baseline scenarios, rising from current

levels to 80% coverage of those in need for

antiretroviral treatment (ART) for adults and

children and for cotrimoxazole prophylaxis for

children, as well as to 80% of pregnant women

attending antenatal clinics for prevention of

mother-to-child transmission (PMTCT) inter-

ventions in all regions by 2010, and with this

coverage remaining at 80% through 2015. To

estimate the impact of prevention programs, the

changes in behavior resulting from exposure

to prevention interventions are estimated

using impact data from intervention studies,

the impact of these behavior changes on in-

cidence is modeled using two different simu-

lation models, and the consequences of the

incidence changes are projected using the

Spectrum software package. The average cost

per case averted is calculated by dividing the

total prevention costs (expressed in constant

2004 prices) over the period 2005–2015 by

the number of cases averted over the same

period.

The forgone treatment and care costs per

averted infection are then calculated. The

costs of averted treatment and care are con-

sistent with the 2005 UNAIDS resource needs

estimates (4). Estimated costs of care and

treatment are based on these estimates (a

detailed description of the methodology and

tools is provided in the supporting online

material). Lifetime costs for each AIDS case

are calculated on the assumption that the

median number of years of ART treatment is

7.5 years in all countries. The net present

value of the expected lifetime treatment costs

is calculated for the year in which the in-

fection is prevented, on the basis of a discount

rate of 5% and an average of 7 years from

infection to onset of ART treatment. Sensitiv-

ity analyses are conducted for both the cost of

averting an infection (by lowering the effec-

tiveness of interventions) and the lifetime cost

of treatment and care of these infections (by

modifying the average survival to 5 and 10

years, respectively).

At current levels of implementation of

prevention programs, the annual number of

global infections is expected to increase from

4.8 million in 2005 to 5.9 million in 2015. Over

this period, the total number of new infections is

estimated to be 62.3 million, 7.9 million in

children and 54.4 million in adults (fig. S1).

An estimated 31.1 million new infections (or

50%) between 2005 and 2015 would be averted

by implementing the comprehensive prevention

package examined here, 3.1 million in children

and 28 million in adults. The number of averted

infections would vary across regions, with 19.5

million in sub-Saharan Africa, 8.9 million in

Asia, 0.7 million in North Africa and the Middle

East, 0.7 in Eastern Europe, and 1.3 million in

Latin America and the Caribbean (Table 1). The

total cost of implementing this package during

2005–2015 would be U.S.$122 billion (see

fig. S4 for the distribution of resources by

region). UNAIDS has projected that about

U.S.$27 billion is already programmed or

promised for the period 2005 to 2007. About

one-third of this amount is expected to come

from local governments and out-of-pocket ex-

penditures, with most of the rest from inter-

1Futures Group/Constella, Glastonbury, CT 06033, USA.
2National Institute of Public Health (INSP), Cuernavaca

62508, and Centro de Investigación y Docencia Económ-
icas (CIDE), Mexico City 01210, Mexico. 3United Nations

Children’s Fund (UNICEF), New York, NY 10017, USA.
4Joint United Nations Programme on HIV/AIDS (UNAIDS),
Geneva CH-1211, Switzerland. 5Imperial College, London

SW7 2AZ, UK. 6Harvard University, Boston, MA 02138,
USA. 7World Health Organization, 1211 Geneva 27,
Switzerland.

*To whom correspondence should be addressed. E-mail:
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Table 1. Number of new infections and infections averted during 2005–2015 by applying the full
prevention and treatment and care package, by region.

103 number of infections
103 Infections averted

Current effort Expanded prevention

Adults Children Adults Children Adults Children

Sub-Saharan Africa 31,726 6,889 15,069 4,181 16,657 2,708

Asia 16,637 688 8,237 383 8,400 305

North Africa/Middle East 1,160 114 475 68 685 46

Eastern Europe 2,510 47 1,807 32 703 15

Latin America and Caribbean 2,397 144 861 65 1,536 79

Total 54,430 7,882 26,449 4,729 27,981 3,153

Table 2. Costs for prevention and averted future treatment and care, 2005–2015, by region.

Cost for prevention

per infection

averted (U.S.$)

Lifetime treatment

cost (net present

value U.S.$)

Savings per

infection averted

(U.S.$)

Sub-Saharan Africa 2,109 3,469 1,360

Asia 7,417 5,602 –1,815

North Africa/Middle East 2,756 6,822 4,066

Eastern Europe 9,148 11,203 2,055

Latin America and Caribbean 5,045 12,330 7,285

Global 3,923 4,707 784
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national donors through bilateral and multi-

lateral mechanisms (4).

In addition to the health benefits described

above, the implementation of a comprehensive

global prevention approach would significantly

reduce the number of people requiring antiret-

roviral therapy in the future. The weighted

global average (considering country-specific

costs, intervention coverage, treatment package,

and epidemiology) is a cost for prevention ac-

tivities of U.S.$3900 per infection averted

(adults and children combined), which avoids

an expenditure for treatment and care with a net

present value ofU.S.$4700 and results in savings

of U.S.$780 per infection averted. The costs by

region are presented in Table 2. Sensitivity

analyses assuming lower prevention effective-

ness indicate that there continue to be net

savings in all regions except Asia and Eastern

Europe (table S7). Sensitivity analyses as-

suming a life expectancy of 5 years on treat-

ment indicate that there would still be net

savings in all regions except in Asia and

Eastern Europe. If one assumes a life expect-

ancy of 10 years after treatment initiation, an

even larger savings would accrue in all regions

compared with the baseline estimates.

Compared with estimates of adult infections

that would have been averted in adults for 2001–

2010 if implementation had ramped up in 2001

(3), the current analyses indicate that an

important window of opportunity was missed

by not adequately scaling up prevention ser-

vices in 2001–2005. Indeed, the latest evidence

regarding coverage of prevention services

shows only limited implementation of pre-

vention services by 2003 (7). Previous analy-

ses have shown that in sub-Saharan Africa,

the number of people in need of treatment in

future years could be drastically reduced if

comprehensive prevention programs were im-

plemented (5). Our estimates suggest that

scale-up of prevention programs would not

only be highly cost effective, but would even

be cost saving in most regions. Because of the

commitment to provision of universal access to

antiretroviral care, averting future treatment

needs could free resources to prevent more

infections. The unit costs of prevention and

treatment vary significantly by region, as do the

dynamics of the epidemic, which leads to

different net costs for different regions. Even

in those regions where net costs are positive,

the cost per disability-adjusted life year is well

below average gross domestic product (GDP)

per capita; highly cost effective by almost any

standard (8).

Estimates of cost of prevention interventions

per infection averted in this analysis at about

$3900 are considerably higher than estimates in

the earlier analysis at around $1000 (3). Part of

the explanation is that time has been lost by not

scaling up as called for in the United Nations

General Assembly Special Session (UNGASS)

Declaration of Commitment on HIV/AIDS,

while the number of new infections was grow-

ing rapidly between 2001 and 2010. That

growth is predicted to be less steep in 2005–

2015. Also, baseline estimates are lower than

before because of newly available surveillance

data. In addition, estimates of the unit costs of

prevention are higher than they were in 2001 as

a result of extensive consultations with country

experts. There may be more cost-effective

combinations of preventive interventions than

the ones considered here, especially those

interventions that are targeted at the major

modes of transmission (9). Although the in-

terventions and targets defined in the 2005

global resource needs estimation exercise used

in our analyses are ambitious, individual coun-

tries are encouraged to set targets that are

consistent with past scale-up rates, taking into

account current infrastructure, capacity, and re-

sources, as well as foreseeable financing. New

preventive technologies may become available

in 2005–2015, including male circumcision

(10), microbicides, or vaccines. These would

lead to additional reductions in the number of

new infections.

Our estimates of future cost savings are

conservative, given that they do not include

savings in programming and infrastructure and

human capacity costs, related to the reduced

treatment needs. They also exclude savings in

lost productivity due to illness and premature

death, along with costs of orphanhood, including

orphan support costs and reduced investment in

their human capital. Finally, they also do not

include an increase in prevention effectiveness

as treatment programs scale-up (5).

As in any modeling exercise, there are un-

certainties around various model inputs. The

greatest degree of uncertainty in the estimates

reported here regards the likely effectiveness of

the array of prevention interventions when

implemented at scale. These uncertainties are

addressed only partially through sensitivity anal-

ysis. For very few interventions, such as PMTCT,

do reliable data exist on prevention effectiveness

at full scale. For most of the interventions, we

made use of the limited data available with

highly variable estimates of effectiveness—some

of which include zero. Currently available data

do not indicate whether there will be economies

of scale and scope, or diseconomies as inter-

ventions are extended to populations that are

more difficult to reach.

The scale-up rates were set by a Policy

Steering Committee organized by UNAIDS and

composed of representatives of civil society, UN

organizations, major donors, and technical ex-

perts (4). As with all international goals, these

are intended to be ambitious but achievable. A

slower scale-up of prevention would provide

fewer total benefits, although the cost per

infection averted would be about the same. A

slower scale-up in treatment coverage would

postpone fewer deaths and reduce the savings

derived from prevention.

Given the magnitude of the problem and the

high level of uncertainly regarding comparative

effectiveness of interventions, it is imperative

that roll-out of large-scale prevention programs

incorporate rigorous prospective evaluations of

their effectiveness. Further limitations are that

the model does not estimate the effects of

expansion of reproductive health services for

women that would reduce fertility. However,

previous models have shown synergistic effects

when prevention of pregnancy in HIV-positive

women is introduced (11).

Even with these limitations, the insights

from the current analyses are important to

inform the necessary long-term planning of

investments for health and development in

low- and middle income countries. Resources

for treatment and care will largely be funded by

the same sources as resources for prevention

programs, i.e., mostly by national health min-

istries and international donors. Our analyses

suggest that both national governments and

donor countries would be well advised to en-

sure that prevention programs are scaled up as

soon as possible, because early investment in

prevention will both prevent a greater propor-

tion of future infections and reduce future costs

for treatment and care by more than the cost of

the prevention programs.

References and Notes
1. J. R. P. Marins et al., AIDS 17, 1675 (2003).

2. B. Schwartländer et al., Science 292, 2434 (2001).

3. J. Stover et al., Lancet 360, 73 (2002).

4. UNAIDS, ‘‘Resource needs for an expanded response to

AIDS in low- and middle-income countries’’ (UNAIDS,

Geneva, August 2005).

5. J. A. Salomon et al., PLoS Med. 2, e16 (2005).

6. E. Marseille, P. B. Hofmann, J. G. Kahn, Lancet 359, 1851

(2002).

7. USAID, UNAIDS, WHO, UNICEF, POLICY Project,

‘‘Coverage of selected services for HIV/AIDS prevention,

care, and support in low and middle income countries

in 2003’’ (POLICY Project, Washington, DC, June 2004).

8. S. Bertozzi et al., in Disease Control Priorities in Developing

Countries (Oxford Univ. Press, ed. 2, Oxford, in press).

9. E. Pisani et al., BMJ 326, 1384 (2003).

10. B. Auvert et al., PLoS Med. 2, e298 (2005).

11. J. Stover, N. Fuchs, D. Halperin, A. Gibbons, D. Gillespie,

‘‘Adding family planning to PMTCT sites increases

the benefits of PMTCT’’ (USAID Issue Brief, Population and

Reproductive Health, Agency for International Develop-

ment, Washington, DC, October 2003); (www.info.usaid.

gov/our_work/global_health/pop/publications/docs/

familypmtct.html).

12. We thank D. Evans, T. Adams, T. Tan-Torres, B. Johns, and

P. Zurn for their contributions to the resource needs

model. We also thank the many individuals and

organizations that have supported the 2005 UNAIDS

resource needs estimation exercise.

Supporting Online Material
www.sciencemag.org/cgi/content/full/1121176/DC1

Materials and Methods

Figs. S1 to S4

Tables S1 to S7

References

11 October 2005; accepted 20 January 2006

Published online 2 February 2006;

10.1126/science.1121176

Include this information when citing this paper.

REPORTS

10 MARCH 2006 VOL 311 SCIENCE www.sciencemag.org1476

http://sciencemag.org/cgi/content/full/1121176/DC1
http://www.sciencemag.org
http://www.info.usaid.gov/our_work/global_health/pop/publications/docs/familypmtct.html
http://www.info.usaid.gov/our_work/global_health/pop/publications/docs/familypmtct.html
http://www.info.usaid.gov/our_work/global_health/pop/publications/docs/familypmtct.html


Combinatorial Effects of Odorant
Mixes in Olfactory Cortex
Zhihua Zou* and Linda B. Buck†

In mammals, each odorant is detected by a combination of different odorant receptors. Signals

from different types of receptors are segregated in the nose and the olfactory bulb, but appear to

be combined in individual neurons in the olfactory cortex. Here, we report that binary odorant

mixes stimulate cortical neurons that are not stimulated by their individual component odorants.

We propose that cortical neurons require combinations of receptor inputs for activation and that

merging the receptor codes of two odorants provides novel combinations of receptor inputs that

stimulate neurons beyond those activated by the single odorants. These findings may explain why

odorant mixtures can elicit novel odor percepts in humans.

O
dor detection is mediated by odorant

receptors (ORs) (1, 2), which are lo-

cated on olfactory sensory neurons in

the nasal olfactory epithelium (OE). Signals

generated in these neurons in response to

odorants are transmitted to the olfactory bulb

(OB) of the brain, which in turn transmits

signals to the olfactory cortex (OC) (3–5). ORs

comprise a diverse family of receptors that

number È1000 in mice (6–8). Different odor-

ants are detected by different, but sometimes

partially overlapping, combinations of ORs

(9, 10). Each sensory neuron expresses a single

allele (11) of one OR gene (9). Neurons with

the same OR are dispersed in the OE (12, 13).

However, their axons synapse in a few OR-

specific glomeruli in the OB. The result is a

stereotyped map of OR inputs in which signals

from different ORs are segregated in different

glomeruli and their associated mitral cell relay

neurons (14–16). In the OC, the axons of OB

mitral cells carrying input from a given OR

synapse with specific clusters of pyramidal

neurons. The result is a stereotyped map of

OR inputs distinctly different from that in the

OB (17). Inputs from different ORs are mapped

onto partially overlapping clusters of pyramidal

neurons, and individual neurons appear to

receive signals derived from multiple different

ORs (17).

The arrangement of OR inputs in the OC

raises the intriguing possibility that single

cortical neurons can integrate signals from

different ORs that detect the same odorant (the

odorant_s Breceptor code[) and, thus, perform an

initial step in the reconstruction of an odor image

from its deconstructed features. This could

derive from a scenario in which the OC neuron

not only receives combinatorial OR inputs, but

actually requires coincident inputs from more

than one OR for its activation. One prediction of

this model is that a binarymix of odorants would

activate OC neurons beyond those activated by

its component odorants. In the simplest version

of this model, odorants A and B are each

detected by two ORs (1þ2 and 3þ4, respec-

tively) and the activation of a cortical neuron

requires simultaneous inputs from two ORs.

Neurons activated by odorant A or B alone

receive combined signals from ORs 1þ2 or

3þ4, respectively. However, a mix of odorants

A and B, in addition, stimulates neurons that

receive signals from other pairs of the four

ORs, such as ORs 1þ3 or 2þ4.

To test this model, we compared the re-

sponses ofmouseOCneurons to binarymixtures

of odorants versus their individual components.

We did this using Arc catFISH (cellular com-

partment analysis of temporal activity by flu-

orescence in situ hybridization), a technique

that allows visualization of neuronal responses

to two different experiences (18). The immedi-

ate early gene Arc (arg3.1) is induced by depo-

larization in hippocampal neurons and appears

in visual cortex in response to natural, retina-

dependent sensory input (19–21). On induction,

Arc mRNA is seen first only in the nucleus and

later only in the cytoplasm (18). By appropriate

temporal spacing of different stimuli, the sub-

cellular location of Arc mRNA can be used to

distinguish responses of individual neurons to

those stimuli.

In initial experiments, we asked whether

exposure to odorants induces Arc mRNA ex-

pression in the mouse OC (22). As in hip-

pocampus and visual cortex, Arc expression

could be induced in the OC by depolarization

and implicates N-methyl-D-aspartate (NMDA)

glutamate receptors involved in excitatory syn-

aptic transmission (19, 20). Unanesthetized, un-

restrained mice were exposed to the odorant

eugenol for 1 min and their brains removed

after 5, 15, or 30 min. Tissue sections collected

from the brains were subjected to fluorescence

in situ hybridization (FISH) with an Arc cRNA

probe, and the sections were then counter-

stained with 4¶,6¶-diamidino-2-phenylindole

(DAPI) to reveal the locations of neuronal nu-

clei. We focused on one major OC area, the

anterior piriform cortex (APC) (5). The hybrid-

ized sections showed fluorescent Arc mRNA

signal in a subset of APC neurons in layers II

and III, the locations of pyramidal neurons that

receive direct synaptic input from the OB (5).

Similar to observations with hippocampal neurons

(18), Arc mRNA signal was seen at one or two

bright spots in the nucleus 5 min after odorant

exposure, and subsequently appeared in the cy-

toplasm, where it was seen exclusively in most

Arcþ neurons after 30 min (Fig. 1, A to C).

To further characterize odorant-induced Arc

expression in the OC, we analyzed the sub-

cellular patterning of Arc mRNA in coronal

sections at 70-mm intervals spanning the APC.

Similar to odorant-induced patterns of c-Fosþ

neurons in the APC (23, 24), Arcþ neurons were

highly distributed along the anterior-posterior
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Fig. 1. Dynamic subcellular lo-
calization of Arc mRNA in olfacto-
ry cortex. An Arc cRNA probe (red)
was hybridized to cortical sections
5 (A), 15 (B), or 30 (C) minutes
after exposure to eugenol and cell
nuclei were visualized with DAPI
(blue). In most labeled neurons,
Arc mRNA was first seen at one to
two intranuclear spots (A) and
then appeared in the cytoplasm
(B), where it was found exclusively
after 30 min (C). Exposure to two
odorants administered first sepa-
rately (at –30 min), and then as a
binary mix (at –5 min), resulted in
many neurons with only nuclear
Arc signal (arrowheads) in the
vicinity of neurons with both
nuclear and cytoplasmic Arc signal
(arrows) (D). Scale bar, 5 mm.

REPORTS

www.sciencemag.org SCIENCE VOL 311 10 MARCH 2006 1477

mailto:lbuck@fhcrc.org
http://www.sciencemag.org


length of the APC (Fig. 2A), and the number

of Arcþ neurons varied among cortices, with

1431 T 565 and 666 T 310 Arcþ neurons de-

tected 5 and 30 min after odorant exposure, re-

spectively (Table 1). However, the percentages

of neurons with Arc mRNA in different subcel-

lular compartments were similar among cortices

(three cortices from two mice per condition)

(Table 1). Five minutes after exposure to

eugenol, the majority of Arcþ neurons (81 T

3%) had Arc mRNA only in the nucleus

whereas, after 30 min, most (87 T 2%) had Arc

signal only in the cytoplasm (Table 1).

We next used the temporal patterning of Arc

mRNA expression to compare the responses of

individual OC neurons to binary mixtures of

odorants versus their component odorants. At

–30 min (30 min before brain removal), mice

(n 0 6) were exposed sequentially to two dif-

ferent odorants, spaced one minute apart, and

then at –5 min, they were exposed to a mixture

of the two odorants. Control mice (n 0 6) were

exposed to the same odorant mixes at –30 and

–5 min. We tested three binary mixes of odor-

ants (Bodor pairs[) with diverse structures: (i)

eugenol (clove) and dimethyl pyrazine (choco-

late, nuts), (ii) methenyl methyl ether (citrus)

and methylamine (fishy), and (iii) vanillin

(vanilla) and ethyl butyrate (apple). A 10-fold

increase in odorant concentration can recruit

additional ORs into an odor response (9) and

increase the number of OC neurons induced to

express c-Fos (23). Although the odorants in

each binary mix had dissimilar structures, we

could not exclude the possibility that some

ORs might nonetheless recognize both odor-

ants in a mix. To exclude the possibility that

an odorant mix might thereby double the

odorant concentration at some ORs, with one

exception (odor pair 1, number 1 in Table 1),

we doubled the concentration of each odorant

when odorants were given separately rather

than as a mix.

In mice exposed to an odorant mix twice,

the majority of Arcþ APC neurons had Arc

mRNA in both the nucleus and cytoplasm,

indicating that they had responded to both

exposures to the mix (mix-mix, Table 1).

These neurons constituted 79 T 3% of all Arcþ

neurons for odor pair 1, 77 T 5% for odor pair

2, and 79 T 5% for odor pair 3 (n 0 3 to 4

cortices from two mice per odor pair). For each

odor pair, a small percentage of labeled neurons

had Arc mRNA in only the nucleus (9 to

13%) or cytoplasm (9 to 14%) (Table 1).

These percentages were slightly higher than

those seen in mice exposed once to eugenol at

–30 min (2 to 8% nuclear Arc signal only) or –5

min (4 to 9% cytoplasmic Arc signal only),

which suggests that a small percentage of

neurons responded to one exposure to the mix,

but not the other.

Strikingly different results were obtained

when animals were exposed to two odorants

separately at –30 min and then as a mix at –5

min (sep-mix, Table 1). In these mice, many

neurons contained Arc mRNA in both the

nucleus and cytoplasm, which indicated that

they had responded to an odorant mix, as well

as to one (or both) of its individual components.

However, in sharp contrast to when odorants

were delivered twice as a mix, there were also

many neurons that had Arc mRNA only in the

nucleus, which indicated that they had re-

sponded to an odorant mix, but not to either

of its component odorants alone. In these

animals, 33 to 37% of Arcþ neurons had only

nuclear Arc signal compared with 9 to 13% in

animals given an odorant mix twice. The

percentage of APC neurons with Arc mRNA

in only the nucleus averaged 33 T 2% for odor

pair 1, 35 T 4% for odor pair 2, and 37 T 1% for

odor pair 3 (n 0 three to four cortices from two

mice per odor pair). Thus, for each odor pair,

about one-third of neurons that responded to the

mix failed to respond to either of the single

odorants in the mix.

In mice exposed to odorant mixtures by

either exposure protocol, Arcþ neurons were

highly distributed along the anterior-posterior

length of the APC (Fig. 2B). This was the case

for neurons with Arc mRNA in both the

nucleus and cytoplasm, as well as for neurons

with Arc signal only in the nucleus. Most

neurons with only nuclear Arc signal were

located in the vicinity of neurons with both

nuclear and cytoplasmic Arc signal (Fig. 1D).

Given that cortical neurons that receive input

from the same OR are found in distinct clusters

and inputs from different ORs can partially

overlap (17), it is possible that neighboring

cells with different subcellular patterns of Arc

mRNA receive input from different, but par-

tially overlapping sets of ORs.

To more accurately assess the populations

of OC neurons responsive to odorants in these

studies, we took into account data obtained

from control animals exposed twice (at –30 and

–5 min) to odorant solvents alone Edimethyl

sulfoxide (DMSO) for odor pairs 1 and 3 and

water for odor pair 2^ (Table 1). We first

subtracted the average numbers of neurons

with different subcellular patterns of Arc

mRNA in the controls from the corresponding

numbers in the odorant-exposed animals. We

then used the resulting net values for each

experiment to calculate the percentage of

neurons stimulated by the second odorant

exposure, but not the first (net N only/N

Fig. 2. Distribution of
Arcþ neurons after odor-
ant exposure. These
graphs show the number
of neurons with Arc

mRNA in the nucleus
alone (red), nucleus and
cytoplasm (blue), or cy-
toplasm alone (green) at
70-mm intervals along
the anterior-posterior
length of the APC in
individual mice. (A) Five
min after exposure to
eugenol (left), most Arcþ

neurons contained only
nuclear Arc mRNA, but
30 min after exposure
(right) most contained
only cytoplasmic Arc sig-
nal. (B) In mice exposed
to a binary odorant mix
twice (at –30 and –5 min)
(left), neurons with both
nuclear and cytoplasmic
Arc mRNA predomi-
nated, but when two
odorants were first given
separately and then as a
mix (right), many neu-
rons had Arc mRNA in
only the nucleus.
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Table 1. Number of Arcþ neurons in olfactory cortex. Average T SD is indicated.

N only (%) C only (%) N þ C (%) Total
Net N/N

total, %

Net C/C

total, %

Eugenol

5 min

1 618 (78) 72 (9) 103 (13) 793

2 1537 (82) 75 (4) 255 (14) 1867

3 1358 (83) 64 (4) 211 (13) 1633

1171 T 487 (81 T 3) 70 T 6 (6 T 3) 190 T 78 (13 T 1) 1431 T 565

30 min

1 7 (2) 286 (88) 33 (10) 326

2 60 (8) 628 (85) 52 (7) 740

3 38 (4) 822 (88) 73 (8) 933

35 T 27 (5 T 3) 577 T 271 (87 T 2) 53 T 20 (8 T 2) 666 T 310

Odor pair 1

mix-mix

1 104 (7) 179 (11) 1289 (82) 1572

2 160 (11) 161 (11) 1114 (78) 1435

3 187 (12) 174 (11) 1193 (77) 1554

150 T 43 (10 T 3) 171 T 9 (11 T 0) 1199 T 87 (79 T 3) 1520 T 74 8 10

sep-mix

1 662 (32) 205 (10) 1220 (58) 2087

2 661 (32) 233 (11) 1174 (57) 2068

3 599 (35) 184 (11) 913 (54) 1696

641 T 36 (33 T 2) 207 T 25 (11 T 1) 1102 T 166 (56 T 2) 1950 T 220 36 13

Odor pair 2

mix-mix

1 97 (10) 182 (19) 701 (72) 980

2 113 (8) 130 (10) 1091 (82) 1334

3 114 (9) 153 (12) 987 (79) 1254

108 T 9 (9 T 1) 155 T 26 (14 T 5) 910 T 202 (77 T 5) 1173 T 186 10 10

sep-mix

1 463 (34) 195 (14) 715 (52) 1373

2 519 (39) 120 (9) 696 (52) 1335

3 432 (32) 68 (5) 851 (63) 1351

471 T 44 (35 T 4) 128 T 64 (9 T 5) 754 T 85 (56 T 6) 1353 T 19 39 9

Odor pair 3

mix-mix

1 117 (15) 63 (8) 588 (77) 768

2 110 (20) 38 (7) 408 (73) 556

3 68 (9) 75 (10) 603 (81) 746

4 50 (7) 64 (9) 581 (84) 695

86 T 32 (13 T 6) 60 T 16 (9 T 1) 545 T 92 (79 T 5) 691 T 95 7 3

sep-mix

1 355 (37) 100 (10) 504 (53) 959

2 261 (37) 72 (10) 368 (52) 701

3 546 (36) 90 (6) 868 (58) 1504

4 516 (36) 65 (5) 850 (59) 1431

420 T 135 (37 T 1) 82 T 16 (8 T 3) 648 T 251 (56 T 4) 1149 T 384 38 5

DMSO

1 36 (26) 57 (41) 47 (34) 140

2 55 (39) 53 (37) 34 (24) 142

3 63 (38) 43 (26) 59 (36) 165

4 45 (38) 38 (32) 36 (36) 119

50 T 12 (35 T 6) 48 T 9 (34 T 6) 44 T 11 (31 T 5) 142 T 19

Water

1 2 (2) 95 (79) 24 (19) 121

2 4 (4) 81 (84) 11 (11) 96

3 0 (0) 8 (100) 0 (0) 8

4 0 (0) 18 (72) 7 (28) 25

2 T 2 (3 T 2) 53 T 44 (84 T 12) 11 T 10 (17 T 12) 66 T 54
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total), and the percentage stimulated by the

first odorant exposure, but not the second (net

C only/C total).

In animals given an odorant mix twice, only

7 to 10% of neurons responded to the second

exposure, but not the first (Table 1, net N only/N

total). In sharp contrast, in animals exposed to

odorants first separately and then as a mix, 36

to 39% of neurons that responded to the

odorant mix at –5 min did not respond to its

component odorants at –30 min. Compared

with animals given an odorant mix twice, this

percentage increased by 28% (4.5-fold) for

odor pair 1, 29% (3.9-fold) for odor pair 2,

and 31% (5.4-fold) for odor pair 3. Thus, for

each odor pair, about 30% of cortical neurons

that responded to the binary odorant mix did

not respond to either of the single odorants in

the mix.

Interestingly, the converse was not seen.

Only a small percentage of neurons responded

to the first odorant exposure, but not the second

(Table 1, net C only/C total), regardless of

whether the first exposure was to odorants

delivered separately (5 to 13%) or as a mix (3

to 10%). The percentage changed little when

the first odorant exposure was to separate

odorants rather than their binary mix (1.3-,

0.9-, and 1.7-fold for odor pairs, 1, 2, and 3,

respectively). This indicates that most OC neu-

rons that responded to a single odorant also

responded to an odorant mix containing that

odorant. Nonetheless, the slight differences

seen for odor pairs 1 and 3 in the two exposure

protocols suggest that a small percentage of

neurons responsive to the individual compo-

nents of these mixes might have been sup-

pressed when the single components were

mixed (mixture suppression). The extent to

which this occurs could vary among combina-

tions of odorants. Mixture suppression has

previously been reported in the OB (25) and

OC (26), as well as the OE (27).

In summary, these studies show that binary

odorant mixes stimulate many cortical neurons

beyond those that respond to their individual

component odorants. About 30% of OC neurons

that responded to a binary odorant mix were not

stimulated by either of the single odorants in

the mix. It was not possible to examine Arc

expression in OB mitral cells in these studies,

because the mitral cells were intermingled with

numerous granule cell interneurons constitu-

tively expressing Arc. However, the present

findings in the OC contrast sharply with

electrophysiological studies of the mammalian

OB, which show that most or all mitral cells

responsive to an odorant mix also respond to

one component of the mix (25, 28). This is also

the case for binary odorant mixes in fish, even

though each fish mitral cell is connected to

several glomeruli rather than one as in mam-

mals (29, 30). With combinations of large

numbers of odorants, more complex interac-

tions may (30) or may not (28) occur in the OB,

such as mixture suppression resulting from

interneuron-mediated lateral inhibition among

mitral cells (30).

The present findings indicate that the OC has

an integrative capacity that is lacking from the

OB. Signals from different ORs are segregated

in different neurons in the nose and bulb, but

individual pyramidal neurons in the OC appear

to receive combined inputs from different ORs

(17). Given that each odorant is detected by a

combination of ORs (its receptor code) (9, 10),

a straightforward explanation for the present

results is that the activation of an OC pyramidal

neuron requires input from more than one OR

(Fig. 3). In this model, neurons stimulated by

an odorant mix, but not its individual compo-

nents, are those that receive novel combinations

of OR inputs that result from merging the

receptor codes of two odorants. This would

represent a synthetic operation in which the

deconstructed features of an odorant, which are

carried by different OR inputs, begin to be

reconstructed at the level of individual cortical

neurons in order to generate a unique odor

perception. Synthetic operations could also

derive from excitatory association fibers that

interlink OC pyramidal neurons and provide a

source of disynaptic excitatory input from the

OB (31, 32). In this scheme, a neuron might be

activated solely by the combined excitatory

inputs from other OC neurons responsive to

different components of an odorant mix.

Interestingly, these findings provide a poten-

tial explanation for certain odor mixture effects

in humans. Humans have only a limited capacity

to detect individual odorants in an odorant mix

(33). With binary odorant mixes, individual

components may be detected, but lose a de-

scribed quality, such as Bstrawberry.[ More-

over, mixing two odorants can elicit a novel

odor perception. For example, in certain pro-

portions, a binary mix of eugenol (clove) and

phenylethyl alcohol (rose) is perceived as

Bcarnation,[ a distinctly different scent (34).

The present studies suggest that these mixture

effects may be due to the novel cortical rep-

resentations that result from mixing odorants.

Given that most natural odors derive from

complex blends of odorants, it is quite possible

that they emerge from cortical representations

that bear only a remote resemblance to those of

their component odorants.
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Genome-Wide Prediction
of C. elegans Genetic Interactions
Weiwei Zhong and Paul W. Sternberg*

To obtain a global view of functional interactions among genes in a metazoan genome, we

computationally integrated interactome data, gene expression data, phenotype data, and

functional annotation data from three model organisms—Saccharomyces cerevisiae,

Caenorhabditis elegans, and Drosophila melanogaster—and predicted genome-wide genetic

interactions in C. elegans. The resulting genetic interaction network (consisting of 18,183

interactions) provides a framework for system-level understanding of gene functions. We

experimentally tested the predicted interactions for two human disease-related genes and

identified 14 new modifiers.

A
n essential part of understanding how

a genome specifies the properties of

an organism is elucidating interac-

tions among its genes. Such interactions in-

clude protein-protein physical interactions as

well as gene-gene and protein-gene interac-

tions. One method to identify genetic inter-

actions is by modifier screens (e.g., synthetic

lethal screens). However, this process requires

easily detectable phenotypes. Metazoan biolog-

ical processes often involve phenotypes too

complex to score in large-scale screens, and thus

candidate genes are often tested. Unfortunately,

a genome of 20,000 genes has as many as 200

million pairwise combinations, posing a formi-

dable challenge.

Relative to randomly paired genes, function-

ally interacting genes are more likely to have

similar expression patterns and phenotypes;

thus, statistically combining these genetic

features might lead to reliable predictions of

functional interactions. Several such computa-

tional approaches have been applied to S.

cerevisiae (1–5). In metazoans, which have

more genes and more complex genetic inter-

actions, network constructions have focused on

either protein-protein interactions (6) or a spe-

cific biological process (7, 8), and thus they

represent a subset of all genetic interactions.

Unlike yeast data sets, most metazoan genetic

data sets are incomplete (9). For example, only

292 C. elegans genes have complete annota-

tions of anatomical expression, phenotype, and

biological process in Gene Ontology (GO) (10)

EWormBase WS140 (11)^. We therefore de-

cided to incorporate information from multiple

organisms. As gene functions are often conserved

at the molecular level, we reasoned that if two

genes possess features indicating a genetic

interaction, their orthologous genes are also like-

ly to be functionally linked. Pooling information

across species might enable detection of inter-

actions even if the genetic data for one organism

are incomplete.

Data sets from different sources have dif-

ferent intrinsic error rates and different pre-

dictive strengths. A solid statistical model is

thus essential for producing reliable predictions.

Two types of methods, unions and Bayesian

networks, have been used to integrate heter-

ogeneous data Ee.g., (1, 3)^. Bayesian network

models are preferable to unions because they

weight data sets according to their reliability

(3), but current methods often assume that data

sets are independent EnaBve Bayesian network,

e.g., (3, 6)^. We thus used logistic regression, a

classical method for predicting binary outcomes

(interaction versus no interaction), which pro-

vides performance comparable to that of naBve

Bayesian networks (fig. S2) but relaxes the

requirement of data independency, as it uses a

weighted sum for data integration (9).

To calibrate the parameters of the computa-

tional system, we constructed a training set for

C. elegans genetic interactions. Our positives

were 1816 genetic interaction pairs curated from

the literature (11) and 2878 physical interaction

pairs identified by yeast two-hybrid screens

(12). Yeast two-hybrid data may not be as ac-

curate as results of small-scale interaction

studies in the literature. Also, two-hybrid data

describe physical rather than genetic interac-

tions, which include both direct and indirect

interactions. We included the two-hybrid data

in our training set because they greatly in-

creased the size of our training set and provided

unbiased coverage (the literature-curated data

were often biased toward evolutionarily con-

served genetic interactions).

Negatives for metazoan genetic interactions

are more difficult to define. Proteins with dif-

ferent subcellular localizations have been used

as negatives for physical interactions (3, 6);

however, genetic interactions (for example, cell

signaling pathways) do not require two gene

products to colocalize. Genes annotated to

function in different pathways have been used

as negatives for yeast genetic interactions (3, 6),

but in metazoans, knowledge of interactions is

so limited that if two genes are not annotated to

function in the same pathway, their relation

should be considered unknown rather than non-

interacting. We reasoned that two genes are less

likely to be an interacting pair if a double mu-

tant of these genes exists and there is no re-

ported interaction.We thus took fromWormBase

3296 pairs of linked cis markers used in genetic

mapping experiments as our negatives. Although

it is possible that these cismarkersmay interact in

processes not examined during the mapping

experiments, the probability that cis marker pairs

are interacting genes should be lower than for

other gene pairs.

Our computational algorithm started by map-

ping orthologous genes with the use of InParanoid

(13). We then searched each C. elegans gene

pair as well as its orthologous pairs in D. mel-

anogaster and S. cerevisiae for five features:

identical anatomical expression, phenotype, func-

tion annotation (e.g., biological process in GO),

microarray coexpression, and the presence of

interlogs (i.e., whether the D. melanogaster or S.

cerevisiae orthologous gene pairs interact genet-

ically or physically). We used likelihood ratios

(3, 4) to assign a weighted score to each

feature. The likelihood ratio is defined as

L 0
PðvkposÞ

PðvknegÞ
ð1Þ
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where P(vkpos) and P(vkneg) are frequencies

of gene pairs having the feature v (such as

having a similar yeast phenotype) in the pos-

itives (pos) and the negatives (neg), respec-

tively. A value of L greater than 1 indicates that

the feature is enriched in interacting gene pairs,

with higher scores indicating stronger predic-

tive power of the feature. Gene pairs with stronger

Pearson correlations (closer to 1) in microarray

results get higher L-scores than pairs with weaker

expression correlations; gene pairs that share

specific expression, phenotype, or function an-

Fig. 1. Predicted genet-
ic interactions. (A) Tree
representation of genes
clustered on the basis of
their distances in the
predicted network. Clus-
ters were manually in-
spected. A cluster is
colored and annotated if
genes in the cluster share
a common function; clus-
ters with no common
function and clusters with
unknown functions are
black. (B and C) Local
views of the proteasome
complex (B) and the
epidermal growth fac-
tor receptor–ras–MAPK
pathway (C). Red lines
indicate predicted inter-
actions (cutoff 0.9). Black
lines indicate known ge-
netic interactions, with
arrows for activation
and bars for inhibition.
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notations get higher L-scores than pairs that

share general annotations or share no annotations

(fig. S1). Scores were integrated to estimate the

overall probability of the two C. elegans genes

interacting by

ln
p

1 j p
0 c þ

Xn

i01

ai ln Li ð2Þ

where L
i
is the likelihood ratio for the ith

predictor, c and a
i
are constants determined by

fitting of the training set with the software R

(www.R-project.org), and p is the final output

score that varies between 0 and 1, with 1 in-

dicating a genetically interacting pair and 0 in-

dicating no interaction.

We applied a threshold of 0.9, which ex-

ceeds the maximum contribution that any single

feature can achieve Esee also (9)^. The resulting

genetic interaction network consists of 2254

genes and 18,183 interactions. To explore the

predicted network at a system level, we clus-

tered the genes on the basis of their interaction

partners (14). The clusters revealed a modu-

lar network organization; most clusters cor-

related with protein complexes or biological

processes (Fig. 1A). Some functional mod-

ules (e.g., the signaling module) contained sev-

eral clusters, consistent with multiple pathways.

Close to 90% of the genes in the network were

in one connected component.

To evaluate the performance of the compu-

tational system, we compared our predictions

with known interactions to investigate the false

negative rate. Our system predicted 414 inter-

actions among the 31 proteasome components

(Fig. 1B) and many interactions between the

mitogen-activated protein kinase (MAPK)

signaling pathway genes (Fig. 1C). Two genes,

lin-45 and mpk-1, were not connected to the

pathway. These false negatives are due to in-

complete annotation and incorrect ortholog

mapping. For example, lin-45 has only a sterile

phenotype and a neuronal expression annotated

in WormBase, although richer phenotype infor-

mation exists. Also, InParanoid failed to iden-

tify orthologs of the two genes in either fly or

yeast. Such false negatives will be automatical-

ly eliminated when model databases accumu-

late sufficient data and with better ortholog

mappings.

To estimate the false positive rate, we ex-

amined all predicted interactors of let-60/ras, a

component of the MAPK pathway. Of 87 pre-

dicted interactions for let-60, 12 are consistent

with our training set, and 5 have been reported

in the literature (9) although not included in our

training set. To uncover novel interactions, we

tested 49 of the 70 predictions by RNA in-

terference (RNAi) on a let-60 gain-of-function

mutant, let-60(n1046) (15). let-60(n1046) ani-

mals have a multivulva (Muv) phenotype (Fig.

2A) caused by excess induction of vulval pre-

cursor cells (VPCs) (average of 4.3 induced

VPCs versus 3.0 for wild type). RNAi against

12 candidate genes significantly affected VPC

induction in let-60 animals (Fig. 2B). Only one

candidate, cdc-42, affected VPC induction in

wild-type animals (table S3), indicating that the

observed changes in the let-60 animals were

results of genetic interactions.

As a control, we examined interactions of

let-60(n1046) with 26 randomly selected, low-

scoring genes (G0.6) that, like the high-score

candidates, have annotated genetic data and

have yeast and fly orthologs. Only one such

gene significantly affected let-60(n1046) VPC

induction (P 0 0.04) (Fig. 2C), consistent with

the expected false positive rate.

We next experimentally tested the predic-

tions for another essential gene, the inositol-

1,4,5-trisphosphate (IP
3
) receptor gene itr-1.

There is no known genetic/physical interlog of

itr-1 with any gene in either fly or yeast, nor are

the C. elegans data sufficient to predict itr-1

interactions. All 16 itr-1 interaction predictions

relied on combining several weak predictors

Fig. 2. let-60 genetic interactions. (A) Nomarski images of the developing
vulvae of wild-type, let-60(n1046), and let-60(n1046); tax-6(RNAi) L4 larvae,
showing different degrees of VPC induction. Arrows indicate vulval invaginations.
Scale bar, 10 mm. (B and C) VPC induction index of let-60(n1046) animals in
response to RNAi of predicted interacting genes (B) and randomly selected low-

score genes (C). Bars and error bars represent means and SD, respectively; n Q

20 for each data point. Gray horizontal dashed lines indicate the average
induction index under control conditions (RNAi with vector-alone bacteria). Data
sets that have significant differences from controls are in black (P G 0.01) or
gray (P G 0.05) based on Student’s t test (two-tailed, unequal variance).
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(9). Although not in the training set, 4 of 16

predicted itr-1 interactions can be confirmed by

published results (9). Of the remaining 12, we

had RNAi clones against six genes, and we

tested them on the weak loss-of-function

mutant itr-1(sa73) (16). itr-1(sa73) animals

have slow pharyngeal pumping (17) (181 T 12

pumps per minute versus 212 T 18 for wild

type, n 9 20). Because RNAi against several

candidates affected pumping rates in both

the wild-type strain and the itr-1(sa73) strain,

we used normalized rates Ethe ratio of the

itr-1(sa73) and wild-type rates^ to distinguish

genetic interactions from additive effects. The

ratio will be È0.85 (181/212) if the RNAi has

the same effect on both strains. RNAi of two

genes, egl-19 and ccb-1, significantly sup-

pressed the itr-1(sa73) pumping defect (P G

0.001, Fig. 3A). By contrast, RNAi of nine

randomly selected low-score genes did not

affect itr-1(sa73) pumping (Fig. 3A). We con-

firmed the egl-19 and itr-1 interaction by

performing itr-1 RNAi on egl-19 mutants. An

egl-19 gain-of-function mutant, egl-19(n2368),

showed a much stronger phenotype in response

to itr-1 RNAi relative to a weak loss-of-

function mutant, egl-19(n582). itr-1 RNAi

caused sterility, constipation, and reduced body

size in all animals (Fig. 3B), but egl-19(n2368);

itr-1(RNAi) animals became completely para-

lyzed (Fig. 3B), with a slower pharyngeal

pumping rate than that of the itr-1(RNAi) or

egl-19(n582); itr-1(RNAi) animals (Fig. 3C).

We thus verified 29/87 of the predicted let-

60 interactions and 6/16 of the predicted itr-1

interactions. Excluding untested predictions, the

prediction accuracy is 44% (29/66) for let-60

and 60% (6/10) for itr-1. The actual prediction

accuracy should be higher because not all genes

are sensitive to RNAi and only one phenotype

and one mutant allele were examined.

Our data are publicly available at http://

tenaya.caltech.edu:8000/predict. Users can

search for predicted interactions for any gene

and see the evidence (fig. S6). The system

serves as a cross-species genetic data search

engine (fig. S7). Unlike manual searches of

multiple databases, our computational approach

provides statistical analysis to combine weak

evidence and prioritize results, as well as fast

and systematic data mining.

Our newly discovered genetic interactions

may also have biological implications. For ex-

ample, tax-6 encodes the A-subunit of calci-

neurin, an upstream regulator of heterotrimeric

guanine nucleotide–binding protein (G protein)

signaling (18), and could regulate let-60 activity

in VPC induction through the G
q
pathway,

which is known to promote VPC induction

(19). ITR-1 responds to the second messenger

IP
3
to induce intracellular Ca2þ release. egl-19

and ccb-1 both encode L-type voltage-gated

Ca2þ channels. The surprising antagonistic

effect of itr-1 and these genes suggests that

they have different sites of action in pharyngeal

pumping regulation: itr-1 may mainly function

in muscle or excitatory neurons, whereas egl-19

and ccb-1 may be required for inhibitory

neuron function.

Both let-60 and itr-1 have been the subject

of a number of modifier screens Ee.g., (20, 21)^

conducted at low resolution to discover quali-

tative differences (e.g., Muv suppressed to wild

type). Our quantitative analysis allowed us to

detect interactions that would likely be missed

by such screens. Quantitative assays are labor-

intensive enough to be impractical for genome-

wide screens. By computationally prioritizing

candidates, it becomes feasible to effectively

discover genetic interactions.
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Fig. 3. itr-1 genetic interactions. (A) Normalized pharyngeal pumping rate (itr-1 rate divided by
average wild-type rate) under various RNAi conditions. Bars and error bars represent means and
SD, respectively. Under each RNAi condition, we scored the pumping rates of n Q 20 wild-type
animals to compute the average wild-type rate and n Q 20 itr-1 animals for normalized
pharyngeal pumping rates. The gray horizontal dashed line indicates the average rate under
vector-alone control RNAi; black bars represent data with significant differences from controls
(P G 0.001). (B) Nomarski images of wild-type, loss-of-function egl-19(n582), and gain-of-
function egl-19(n2368) animals under control and itr-1 RNAi conditions. Scale bar, 100 mm. (C)
Pharyngeal pumping rate (pumps per minute) under control and itr-1 RNAi conditions. Error bars
represent SD.
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NEWPRODUCTS

Yeast RNA Purification Kit

The MasterPure Yeast RNA Purification Kit pro-
vides all the reagents needed to purify RNA from
cell types, including Candida, Saccharomyces,
Schizosacchoromyces, and filamentous fungi.
The kit makes use of a rapid desalting process to
remove contaminating macromolecules, avoid-
ing toxic organic solvents, bead beating, and
spheroplasting. The resulting RNA is of the high
quality necessary for microarray gene expression
analysis. The method is faster than spheroplasting
and produces RNA of higher quality than that
obtained from bead-beating. 
Epicentre Biotechnologies For information

800-284-8474 www.EpiBio.com

Taq Full DNA Polymerase

Taq Full DNA polymerase offers superior per-
formance in a full length Taq. It has been opti-
mized for exceptional sensitivity and robust
yields, allowing you to amplify from any DNA
template, including rare ones. It can be used for
both routine and specialized polymerase chain
reaction (PCR), including genotyping, reverse
transcription-PCR, and primer extension, and for
a wide range of templates, including bacterial
and plasmid DNA, complementary DNA, and
complex genomic DNA. 
Clontech Laboratories For information 

650-919-7300 www.clontech.com

Drug Discovery Software

A suite of sophisticated yet easy-to-use Excel
add-ins that provide pharmaceutical researchers
with a robust, flexible, and familiar environment
for data analysis is available. Developed specifi-
cally for pre-clinical drug research, Assay Master
Suite combines five core modules into a compre-
hensive solution for managing assay data and
leverages the power of the “home-grown” Excel
macros many researchers now use to analyze

their analytical data. The modules include Filature,
an application for converting plate reader data
from biological experiments to uniform database
format; Calcature, for performing calculations
on large batches of plate data; Templature, which
is used to design and describe plate layouts;
Curvature, which enables researchers to rapidly
evaluate large numbers of curves from biological
experiments; and Kinetiture, a module that
enables graphical analysis of kinetic data gener-
ated by plate readers. Assay Master also includes a
Microsoft Access database for permanent storage
of assay results. 
CeuticalSoft For information 518-828-3722

www.ceuticalsoft.com

Transfer Pad

The Swift transfer pad can reduce protein
immunoblot transfer times by more than 50%,
while producing high efficiency protein transfer.
The transfer pad technology allows for the opti-
mal composition of electrolytes in the protein
immunoblot sandwich, giving improved transfer
times and efficiency. 
G-Biosciences/Genotech For information 

314-991-6034 www.GBiosciences.com

Differential Scanning Calorimeter

The DSC823e is a powerful differential scanning
calorimeter (DSC) with a unique sensor design
that results in performance features such as flat
baselines, high sensitivity, and excellent peak
resolution. With a ceramic sensor, the instrument
is suitable for measurements of thermal effects
in research and development and quality control
environments. It offers high sample throughput
and a modular design that allows for future
expansion. It features a temperature range from
–150º to 700ºC.
Mettler Toledo For information 614-438-4696

www.mt.com

Gene Expression Workstation

The Biomek 3000-ArrayPlex Workstation is a
robust, affordable RNA preparation solution
for gene expression arrays. This new work-
station, which includes validated methods,
processes between one and 96 samples in a
single run with minimal user intervention. It
works with a variety of chemistries and chips
and has the flexibility to perform other nucleic
acid preparation applications. The workstation
incorporates the RNAClean kit from Agencourt,
featuring magnetic bead technology for the
cleanup of complementary DNA and comple-
mentary RNA. With RNAClean, the process is
simplified and yields are higher with reduced
sample-to-sample variability. 
Beckman Coulter For information 800-742-2345

www.beckmancoulter.com

Newly offered instrumentation, apparatus, and laboratory
materials of interest to researchers in all disciplines in academic,
industrial, and government organizations are featured in this
space. Emphasis is given to purpose, chief characteristics, and
availability of products and materials. Endorsement by Science

or AAAS of any products or materials mentioned is not implied.
Additional information may be obtained from the manufacturer
or supplier by visiting www.science.labvelocity.com on the Web,
where you can request that the information be sent to you by
e-mail, fax, mail, or telephone.

Behavioral Research Apparatus

Three apparatuses for use in behavioral research, the Stoelting Elevated-Plus Maze, Porsolt “Forced Swim” Test, and Open Field,
were designed with video tracking in mind. These apparatuses are particularly intended for use with the StoeltingANY-maze
video-tracking software, but they can easily be used with almost any video tracking system. The Open Field enclosure (available

in either non-reflective gray or clear) is equipped with handles for
positioning and for removal for cleaning between subjects. The base
plate is slotted to ensure that the arena maintains its footprint or can
be returned to its appropriate position directly under the camera. The
Elevated-Plus maze is constructed of the same non-reflective, neutrally
colored materials, making it suitable for video tracking. The closed arms
of the maze can be quickly removed for thorough cleaning between
animals. The design of the Porsolt “Forced Swim” apparatus allows for
behavioral tracking from above or from the side. The apparatus is
equipped with handles and a drain for positioning and emptying. 
Stoelting For information 630-860-9700 www.stoeltingco.com

www.sciencemag.org/products

For more information visit Product-Info,
Science's new online product index
at http://science.labvelocity.com

From the pages of Product-Info, you can:
• Quickly find and request free 

information on products and services
found in the pages of Science.

• Ask vendors to contact you with more 
information.

• Link directly to vendors' Web sites.

http://www.sciencemag.org
http://www.EpiBio.com
http://www.clontech.com
http://www.ceuticalsoft.com
http://www.GBiosciences.com
http://www.mt.com
http://www.beckmancoulter.com
http://www.science.labvelocity.com
http://www.stoeltingco.com
http://www.sciencemag.org/products
http://science.labvelocity.com



